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(57) ABSTRACT

A method of controlling interrupts in the process of data
transmission used for transmitting data between an infor-
mation processing device and a storage device having a flash
memory includes: receiving a write request sent by the
information processing device using the storage device; in
response to the write request, writing data to the flash
memory; sending a message to the information processing
device, to indicate completion of the write request, and
calculating the number of times of sending messages to the
information processing device within the predetermined
time interval; in which, if the number is larger than the
predetermined threshold, stopping the sending messages to
the information processing device.
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1
METHOD FOR CONTROLLING
INTERRUPTION IN DATA TRANSMISSION
PROCESS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a national stage application based on
PCT/CN2013/077284, filed on Jun. 15, 2013, which claims
priority to Chinese Patent Application No. 201210204774.7,
filed on Jun. 16, 2012. This application claims the benefit
and priority of these prior applications and incorporates their
disclosures by reference in their entireties.

TECHNICAL FIELD

The invention involves Solid Storage Device (SSD), more
specifically, the invention relates to interrupts sent from the
storage device to a host.

BACKGROUND

Similar to the mechanical hard disk, solid storage device
(SSD) is a large capacity, non-volatile storage device used
for computer system. Solid storage device in general uses
Flash as storage medium. In Chinese patent documents
CN102043689A the solid storage device as shown in FIG.
17 is disclosed. FIG. 13 shows the function block diagram
of the general present solid storage devices, including the
host system 1701 and solid storage device 1702. Thereinto,
the solid storage device 1702 includes the interface module
1703, solid storage processor 1304, as well as Flash array
1706 consisting of Flash chip 1705 as a unit. Among them,
the interface module 1303 is mainly used for implementing
the interface protocol consistent with the host system, such
as SATA (Serial Advanced Technology Attachment), USB
(Universal Serial Bus), PCIE (Peripheral Component Inter-
connect Express), SCSI (Small Computer System Interface),
IDE (Integrated Drive Electronics) etc. Through the inter-
face module 1703, the solid storage device shows the host
system a standard storage device with certain logic space.
Solid storage processor 1704 is the control core of the whole
storage device, which is mainly in charge of the control
signals and data transmission between the interface module
1703 and flash array 1706, Flash management, conversion or
mapping from the host logical address to Flash physical
address, wear-leveling (the logical addresses are mapped to
different physical addresses so as to prevent a single Flash
chip from being concentratedly operated and disabled early),
bad block management and so on. Solid storage processor
1704 can be implemented by a variety of software, hard-
ware, firmware or their combination. 1705 is the individual
Flash chip, and Flash array 1706 is consisting of a plurality
of Flash chip 1705.

In order to improve the reading and writing speed of the
solid storage device, random access memories such as
DRAM or SRAM or other types of high speed reading/
writing memories can be set up in the solid storage device,
serving as cache memory when reading and writing data
from the Flash. In the process of the storage device access,
as an example, the computer sends SCSI (small computer
system interface) command to the storage device, and the
storage device receives and processes the SCSI command,
executing corresponding storage medium reading and writ-
ing process according to the operation that the SCSI com-
mand indicates. In this process, the SCSI command does not
directly operate the high speed buffer memory. That means,
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the cache memory is “transparent” to the computer or user.
There are also some storage devices providing cache
memory “flushing” mechanism, which means the computer
or user can use a predetermined command to force the
storage device to write the data in the cache memory to the
non-volatile storage medium (for example, a disk or flash
memory).

However, allocation and management of the cache
memory will become the burden of the controller on the
solid storage device. And when the cache memory is fully
occupied, if the solid storage device receives new access
request from the host system, it also needs to perform
replace operations on the cache memory. Thus not only the
complexity of the controller is increased, but also the host
will experience bump on read/write performance over.

DMA (Direct Memory Access) transmission can also be
executed between the host and the device. Method and
device for executing DMA transmission is disclosed in the
Chinese patent documents CN101221544A. A typical pro-
cedure of DMA transmission is Scatter/Gather operation. In
the scatter/gather operation, a plurality of data blocks to be
transmitted is stored at multiple discontinuous address loca-
tion in the system (host) memory. The processor does not
need to provide programming operation to the DMA con-
troller for each data block being moved from a source to a
destination, but just sets up descriptor table or the descriptor
linked table in the system memory. Descriptor table or the
descriptor linked table comprises a set of descriptors, each
of' which describes the data block’s moving direction, source
address, destination address and optional number of bytes
transmitted. In the case not including number of bytes
transmitted in a descriptor, the agreed length data can be
transmitted through the DMA mode.

Chinese Patent CN101710252B discloses a technical
solution of avoiding data loss in the buffer memory storage
device during unexpected power outage. Thereinto, a
standby power is provided in the storage device, so when the
unexpected power outage occurs, the standby power will
provide temporary eclectricity to the storage device for
transferring data in the buffer memory (cache) to the flash
memory. In American Patent document US8031551B2 dis-
closes the technical solution of using a capacitor as standby
power for the storage device, and the performance of the
capacitor can be detected at run time, upon which when the
capacitance is too low, the capacitor will be charged.

SUMMARY OF THE INVENTION

Thus, offloading the burden of work on the storage device
controller is beneficial. By transferring the maintenance
work related to the buffer memory of the storage device to
the host, not only the storage device controller is offloaded,
but also the host is provided the ability to control the storage
device more flexibly.

However, the semiconductor technology develops much
faster than that of the capacitor as the standby power. The
energy provided by the capacitor as the standby power limits
the size of the buffer memory that can be used in the storage
device.

According to the first embodiment of the invention, a
method of controlling interrupts in the process of data
transmission is provided, which is used for data transmission
between the information processing device and the storage
device, in which the storage device includes a flash memory,
and the method includes: the storage device receiving the
write request sent by the information processing device; in
response to the write request, writing data to the flash
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memory; sending a message to the information processing
device, to indicate the completion of the write request, and
calculating the number of times of sending messages to the
information processing device within the predetermined
time interval; wherein, if the number is larger than the
predetermined threshold, sending interrupts to the informa-
tion processing device will be stopped.

In the first embodiment according to the invention, if the
number of times is not greater than the predetermined
threshold, it will be allowed to send a message to the
information processing device.

In the first embodiment according to the invention, the
information processing device is able to set to the predeter-
mined threshold and/or the predetermined time interval.

According to the second embodiment of the invention, a
storage device is provided, includes a flash memory, a
control circuit and an interface unit, wherein the control
circuit also includes an interrupt controller, and the storage
device and the information processing device can be com-
municably connected; the interface unit receives the write
request from the information processing device; the control
circuit writes data to the flash memory based on the write
requests; the interrupt controller sends an interrupt to the
information processing device, to indicate the completion of
the write request; the interrupt controller counts the number
of times of the interrupts sent to the information processing
device within the predetermined time intervals; the interrupt
controller also compares the number of times with the
predetermined threshold value, and if the number is greater
than the predetermined threshold, sending interrupts to the
information processing device will be suppressed.

In the second embodiment according to the invention,
wherein if the number of times of the interrupt is not greater
than the predetermined threshold, the interrupt controller
will be allowed to send interrupt to the information process-
ing device.

In the second embodiment according to the invention,
wherein in response to the write request received by the
interface unit from the information processing device, the
control circuit will cache the write request.

According to the third embodiment of the invention, a
method of controlling interrupts in the process of data
transmission is provided, which is used for data transmission
between the information processing device and storage
device, the storage device including a flash memory and a
buffer memory, the method includes: the storage device
receiving the write request from the information processing
device; based on the write requests, writing data to the buffer
memory, and incrementing the counter; fetching the data in
the buffer memory and writing it to the flash memory, and
decrementing the counter; if the counter is less than the first
predetermined threshold, and the number of times of send-
ing a message to the information processing device within
the predetermined time interval is less than the second
predetermined threshold, sending a message indicating the
completion of the write request to the information process-
ing device.

In the third embodiment according to the invention,
wherein if the counter is greater than or equal to the first
predetermined threshold, or the number of times of sending
messages to the information processing device within the
predetermined time intervals is greater than or equal to the
second predetermined threshold, then the message indicat-
ing the completion of the write requests will not be sent to
the information processing device.

According to the fourth embodiment of the invention, a
storage device is provided. The storage device includes a
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flash memory, a buffer memory, a control circuit and an
interface unit, in which the control circuit also includes an
interrupt controller, and the storage device and the informa-
tion processing device can be communicably connected; the
interface unit will receive the write requests sent by the
information processing device; the control circuit, based on
the write requests, will write data to the buffer memory, and
increment the counter; the control circuit will fetch the data
in the buffer memory and write it to the flash memory, and
decrement the counter; the interrupt controller will count the
number of times of sending messages which indicate the
completion of the write request to the information process-
ing device within a predetermined time interval; if the
counter is less than the first predetermined threshold, and the
number of times is less than the second predetermined
threshold, the interrupt controller will send a message indi-
cating the completion of the write request to the information
processing device.

In the fourth embodiment according to the invention, if
the counter is greater than or equal to the first predetermined
threshold, or the number of times of sending messages to the
information processing device within the predetermined
time interval is greater than or equal to the second prede-
termined threshold, then the interrupt controller will not
send the message indicating the completion of the write
request to the information processing device.

In the fifth embodiment of the invention, a method of
writing data to the storage device is provided. The storage
device includes a buffer memory and a flash memory, and
the storage device and the information processing device can
be communicably connected, and the method includes:
receiving the first write command from the information
processing device, with the first write command including
the data to be written, the addresses for the flash memory and
for the buffer memory; based on the address for the buffer
memory, writing the data to be written into the buffer
memory; based on the addresses for the flash memory and
for the buffer memory, writing the data to be written in the
buffer memory into the flash memory.

In the sixth embodiment of the invention, a method for
DMA transmission between the information processing
device and the storage device is provided, wherein the
storage device includes a buffer memory and a flash memory
chip. The method includes: receiving the first TO request;
distributing the first storage unit and the second storage unit
for the first 1O request; sending the first DMA descriptor to
the storage device, wherein the first DM A descriptor includ-
ing the DMA host address, the address for the flash memory
chip of the storage device, and the first address for the buffer
memory and the second address for the buffer memory,
wherein, the first address for the buffer memory correspond-
ing to the first storage unit, the second address for the buffer
memory corresponding to the second storage unit; carrying
out the DMA transmission between the storage device and
the information processing device according to the first
DMA descriptor; receiving the message from the storage
device which indicates the completion of the first DMA
descriptor; releasing the first storage unit and the second
storage unit.

In the seventh embodiment of the invention, a method
executed by the storage device communicating with an
information processing device is provided, wherein the
storage device includes a buffer memory. The method
includes: receiving the first DMA descriptor command from
the information processing device, wherein the first DMA
descriptor command including the first address and length
information for the buffer memory; obtaining the first stor-
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age unit in the buffer memory of the storage device based on
the first address for the buffer memory, and storing the length
information in the first storage unit; receiving the first DMA
descriptor data from the information processing device,
wherein the first DMA descriptor data including the second
address for the buffer memory; obtaining the second storage
unit in the buffer memory of the storage device based on the
second address for the buffer memory, and recording the
address of the first storage unit in the second storage unit;
based on the first DMA descriptor data, writing the first data
from the information processing device to the second stor-
age unit by DMA transmission; based on the address of the
first storage unit recorded in the second storage unit, access-
ing the length information in the first storage unit, to
determine whether the DMA operation is completed.

DESCRIPTION OF THE DRAWINGS

When reading along with the drawings, by reference to
the detailed description of embodiments showed hereinafter,
the present invention, as well as the preferred mode and its
further purpose and advantages will be best understood,
wherein the drawings include:

FIG. 1 is a block diagram of the storage device according
to the embodiments of the present invention;

FIG. 2A, 2B is a schematic diagram according to the write
command in the embodiments of the present invention;

FIG. 3 is a flow chart of the method of executing the write
command according to the storage device in the embodi-
ments of the present invention;

FIG. 4 is a schematic diagram of the host according to the
embodiment of the invention;

FIG. 5 is a flow chart of the host executing the write
operation according to the embodiment of the invention;

FIG. 6 is a schematic diagram of second write command
according to the embodiment of the present invention;

FIG. 7A, 7B is a flow chart based on the second write
command executed by the storage device according to the
embodiments of the present invention;

FIG. 7C shows a hardware block diagram for the imple-
mentation of the storage device which executes the second
write command in FIG. 7A, 7B;

FIG. 8 is a software block diagram of the host according
to the embodiment of the invention;

FIG. 9A is a flow chart of the host creating and executing
the second write command according to the embodiment of
the invention;

FIG. 9B is a flow chart of the host creating and executing
the second write command according to another embodi-
ment of the invention;

FIG. 10A is a flow chart of creating linked list in the buffer
memory of the storage device according to an embodiment
of the present invention;

FIG. 10B is a flow chart of creating linked list in the buffer
memory of the storage device according to an embodiment
of the present invention;

FIG. 10C is a flow chart of the storage device using the
created linked list in the buffer memory for executing the
DMA descriptors according to an embodiment of the present
invention;

FIG. 11A-11F shows a variety of status of the buffer
memory related to FIG. 10B, FIG. 10C;

FIG. 12 is a structure block diagram of the storage device
according to another embodiment of the invention;

FIG. 13 is a structure block diagram of the storage device
according to another embodiment of the invention;
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FIG. 14A is a flow chart of interrupt suppressions
executed by the storage device according to another embodi-
ment of the invention;

FIG. 14B is a flow chart of the interrupt suppressions
executed by the storage device according to another embodi-
ment of the invention;

FIG. 15 is a flow chart of the interrupt suppressions
executed by the storage device according to another embodi-
ment of the invention;

FIG. 16A is a structure diagram of the storage device
executing interrupt suppressions according to another
embodiment of the invention;

FIG. 16B is a structure diagram of the storage device
executing interrupt suppressions according to another
embodiment of the invention;

FIG. 16C is a structure diagram of the storage device
executing interrupt suppressions according to another
embodiment of the invention;

FIG. 16D is a structure diagram of the storage device
executing interrupt suppressions according to another
embodiment of the invention; and

FIG. 17 is a structure diagram of the solid state storage
device in the prior art.

DETAILED DESCRIPTION

FIG. 1 is a block diagram of the storage device according
to the embodiments of the present invention. The embodi-
ment shown in FIG. 1 includes a host 101 and a storage
device 102 coupled to the host 101. The host 101 may be
coupled with the storage device 102 through multiple ways,
including but not limited to such as SATA, IDE, USB, PCIE,
SCSI, Ethernet, fibre channel, wireless communication net-
work connecting the host 101 and the storage device 102.
The host 101 can be the information processing device
capable of communicating with the storage device through
the ways above, for example, personal computer, tablet
computer, server, portable computers, network switches,
routers, cellular phones, personal digital assistant, etc. The
storage device 102 includes a host interface 103, a control
circuit 104, one or more flash memory chip 105 and a buffer
memory 106. The host interface 103 may be adapted to the
host 101 for exchanging data by such as SATA, IDE, USB,
PCIE, SCSI, Ethernet, fibre channel, etc. The control circuit
104 is used for controlling the data transmission between the
host interface 103, the flash memory chip 105 and the buffer
memory 106, also for flash memory management, mapping
of host logical address to physical address, wear-leveling,
bad block management, etc. The control circuit 104 can be
implemented by variety ways of software, hardware, firm-
ware or combinations thereof. The control circuit 104 can be
FPGA (Field-programmable gate array), ASIC (Application
Specific Integrated Circuit) or their combination. The con-
trol circuit 104 can also include a processor or controller.

According to one embodiment of the invention, the host
101 sends a read command or a write command to the
storage device 102. The control circuit 104 receives the read
command or the write command via the host interface 103.
In FIG. 2 the first written command 200 is described in detail
as an example.

Referring to FIG. 2A, 2B, FIG. 2A is a schematic diagram
of the write command according to the embodiment of the
invention. Write command 200 includes fields 201, 202, 203
and 204. The field 201 indicates the command as the write
command, the field 202 as the flash memory address, the
field 203 as the data. The write command 200 indicates that
the storage device 102 writes the data in the data field 203
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to the flash memory chip 105 based on the flash memory
address indicated by the field 202. The field 204 is the buffer
memory address, when the storage device 102 receives the
write command 200, it first writes the data in the data field
203 to the buffer memory 106 based on the flash memory
address indicated by the field 204, then writes the data in the
data field 203 to the buffer memory 105 based on the flash
memory address indicated by the field 202. In one embodi-
ment, the field 203 carries data to be written to the flash
memory 105.

In one example, the storage device 102 will write the data
in the data field 203 to the buffer memory 106 based on the
buffer memory address indicated by the field 204, and then
read the data from the buffer memory 106, then write the
data to the flash memory chip 105. The operation of writing
data to the buffer memory 106, with the operation of reading
and writing another data out from the memory 106 to the
flash memory chip 105 can be executed in parallel, thus the
concurrency performance of the writing operation from the
host 101 to the storage device 102 will be promoted, and the
complexity of the control circuit 104 will not be significantly
increased, because the control circuit 104 does not need to
handle the space allocation tasks of the buffer memory 106.
In one embodiment, the field 204 can be a complete address
of the buffer memory 106, while in another embodiment, the
field 204 is the offset value relative to a base address. In one
embodiment, the field 203 carries the data to be written to
the flash memory 105. In another embodiment, the field 203
may carry a pointer, which points to the data to be written
to the storage device 102, and the data can be stored in the
memory of the host 101, in which case, the storage device
102 can obtain the data from the host 101 through the
subsequent DMA transmission process. Still in another
embodiment, the field 203 can carry a pointer, which points
to the data to be written to the storage device 102, and the
data can be stored in the buffer memory of the storage
devices 102. The field 202 may be the physical address or
logical address of the flash memory chip 105 which the data
to be written to. The field 202 can also be a pointer pointing
to the buffer memory 106, in which the physical address or
logical address of the flash memory chip 105 is stored. The
conversion process from the logical address to the physical
address, can be realized by looking up an address mapping
table.

Person skilled in the relevant technical field will be easy
to realize that the write command may have a variety of
specific coding schemes and field orders. For example, as
illustrated in FIG. 2B, field 214 indicating the write com-
mand 210 as the type of write operation can be at the end or
any other location of the write command 210. The field 211
carries the buffer memory address, and the field 212 carries
the data or pointers pointing to storage location of the data.
In the field 213 it stores the flash memory address, or a
pointer pointing to the storage of the flash memory address,
in which the flash memory address can be a logical address
or physical address.

FIG. 3 is a flow chart of the method of the storage device
executing the write command according to the embodiments
of the present invention. In step 301, the storage device 102
receives the write command 200 from the host 101. After the
control circuit 104 of the storage device 102 receives the
write command 200 through the host interface 103, it will
extract, contained in the write command 200, the field 201
used for indicating the type of operation to be write opera-
tion, the field 202 used for indicating the flash memory
address to be written, the field 203 used for indicating the
data to be written, and the field 204 used for indicating the
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address of the buffer memory 106. In step 302, in response
to the write command 200, control circuit 104 gets the
address used for the buffer memory 106 based on the field
204, and gets the data to be written based on the field 203,
and then writes the data to be written to the position in the
buffer memory 106 indicated by the field 204. After writing
data to the buffer memory 106, the storage device 102 may
send a message to the host indicating the completion of
executing the write command 200, although the data has not
been actually written to the flash memory chip 105. In this
way, it appears to the host 101 that, after the completion of
step 302, the executing of the write command 200 has been
completed, thus the performance of the storage device 102
executing the write command 200 is enhanced. Messages
sent to the host can be contained in the interrupt request
being sent by the storage device 102 to the host 101. Other
appropriate transmit modes can also be chosen based on the
coupling modes (SATA, IDE, USB, PCIE, SCSI, Ethernet,
fibre channel, wireless communication network) between
the host 101 and the storage device 102. After the data to be
written is written to the buffer memory 106, under control of
the control circuit 104, the data to be written indicated by the
field 203 will be written to the flash memory chip 105 based
on the flash memory address indicated by the field 202 (step
303). After writing data to the flash memory chip 105, the
storage device 102 may also send a message to the host
indicating the completion of executing the write command
200. In particular, the host may write data again to the
address indicating the buffer memory 106 in the write
command 200, and not cause data errors due to rewriting the
data of the address. In one example, if the field 202 is
indicating the logical address used for the flash memory
chips 105, then the logical address will be converted into a
physical address for the flash memory chip 105. The con-
version mode from the logical address to physical address is
known by person skilled in the technical field. In one
example, in step 303, the written data is obtained again from
the buffer memory 106, and then is written to the flash
memory chip 105. Person skilled in the technical field will
be aware that under control of the control circuit 104, the
operation of writing data to the buffer memory 106 in step
302, and the operation of writing data to the flash memory
105 in step 303, can be executed concurrently. So, the
storage device 102 can be processing multiple write com-
mands simultaneously, wherein, in one moment, the control
circuit 104 writes a first data to the buffer memory 106 based
on a write command; while based on another write com-
mand, control circuit 104 will write a second data in the
buffer memory 106 to the flash memory chip 105. The buffer
memory 106 can be a dual port memory, so that when the
first data is written to the buffer memory 106 via the first
port, at the same time, the second data can be read from the
buffer memory 106 via the second port. Person skilled in the
technical field will be aware of the other modes of imple-
menting the buffer memory 106, to support the simultaneous
read and/or write operation on multiple pieces of data.

By carrying the field 204 used for indicating the address
of the buffer memory 106 in the write command, the
maintenance work of the buffer memory 106 is removed
from the control circuit 104, and the host 101 will be more
flexible in controlling the storage device 102.

FIG. 4 is the schematic diagram of the host according to
the embodiment of the invention. FIG. 4 is a block diagram
showing the software components of the host 400. The host
400 may be a personal computer, a server computer or other
devices with computing capability. The host 400 includes
one or more user applications 401, 402 and 403, and the
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operating system 404. The operating system 404 has a
storage device driver 405. In the embodiment of the inven-
tion, the driver 405 comprises a buffer control block 406 in
it, used to control the buffer memory 102 of the storage
device 106 in the host 400. The buffer control block 406 is
composed of a plurality of storage units (411, 412 . . . 41N),
in which each storage unit (411, 412 . . . 41N) of the buffer
control block 406 corresponds to a storage unit of the buffer
memory 106, and records the working state of the corre-
sponding storage unit in the buffer memory 106. In one
embodiment, each of the storage units (411, 412 . . . 41») in
the buffer control block 406, records that the corresponding
storage unit in the buffer memory 106 is free or already
occupied. In a further embodiment, a read/write command
being sent to the storage device 102 involves multiple
storage units in the buffer memory, for example 2. In this
case, the 2 storage units (411, 412) in the buffer control
block 406 are associated together, and this relationship is
also recorded in the storage units 411, 412, for example, one
or more pointer pointing to the storage unit 412 is recorded
in the storage unit 411. Still in a further embodiment, one or
more pointer pointing to the storage unit 411 is also recorded
in the storage unit 412.

FIG. 5 is a flow chart of the host executing write operation
according to the embodiment of the invention. When a user
application program or other programs requests executing
the operation of writing data to the storage device, applica-
tion program or other programs sends a write request. The
storage device driver 405 in FIG. 4 receives the write request
(step 501), which includes data to be written and addresses
used for the storage device provided by the application
program or other programs. The address used for the storage
device can be a file path and the offset value, and can be
further converted to a logical address used for the storage
device. In one example, the logical address is used for the
flash memory chip on the storage device, and the write
request is to write the data based on the logical address to the
flash memory chip. In step 502, the storage device driver 405
will allocate free buffer memory for the write request.
Specifically, traverse the buffer control block 406, finds the
storage unit in free state, for example, the storage unit 411.
The storage unit 411 in free state shows that the correspond-
ing storage unit in the buffer memory 106 in the storage
device 102 is in free state, and it can receive the written data.

In step 503, the storage device driver 405 sends a write
command to the storage device 102, in which the write
command includes the data to be written and addresses used
for the storage device 102, and it also includes the address
used for the buffer memory 106 corresponding to the storage
unit 411. Person skilled in the technical field will be aware
that there are various ways to obtain the correspondence
between the storage unit 411 and buffer memory 106. For
example, the buffer control block 406 has N storage units
(411,412 . . . 41N), and the buffer memory 106 also includes
N storage units, in which the storage unit 411 corresponds to
the first storage unit in the buffer memory 106, and the
storage unit 412 corresponds to the second storage unit in the
buffer memory 106, and similarly, the storage unit 41r
corresponds to the Nth storage unit in the buffer memory
106, so that based on the position of the storage unit 411 in
the buffer control block 406 the address of the corresponding
storage unit in the buffer memory 106 can be calculated. Still
as an example, it can also store the address of the corre-
sponding storage unit in the buffer memory 106 in the
storage unit (411, 412 . . . 412). In still another example, the
write command carries a sequence number, which not only
indicates the position of the storage unit 411 in the buffer
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control block 406, but also the position of the corresponding
storage unit in the buffer memory 106.

In step 504, the message is received from the storage
device 102. In one example, the message is an interrupt
request which indicates that the write command sent in step
503 has been executed. As previously mentioned, in one
example, after the data in the write command is written to
the buffer memory 106 by the control circuit 104 in the
storage device 102 (in particular, it is written to the storage
unit in the buffer memory 106 corresponding to the storage
unit 411 in the buffer control block 406), the storage device
will send an interrupt, indicating the completion of the write
command. In one example, after the control circuit 104
writes the data to the flash memory chip 105, the storage
device 102 will send an interrupt to host 101. In one
example, the interrupt request also includes information
indicating the storage unit of the buffer control block 406
related to the write command sent in step 503. This infor-
mation can be one or more storage unit (411, 412 . . . 41N)
address, or one or more storage unit (411,412 . . . 41N) serial
number.

In step 505, in response to the interrupt request received
in step 504, and based on the information of the storage unit
of the buffer control block 406 that related to the write
command indicated by the interrupt request, the storage
units (411, 412, . . . 41IN) of the buffer control block 406
related to the write command will be released. Releasing the
storage unit (411,412 . . . 41N) can be specifically setting in
the storage unit (411, 412 . . . 41N) the corresponding
storage unit in the buffer memory 106 to be in free state.

In one example, the write command in step 503 involves
two storage units 411 and 412 of the buffer control block
406, and, the storage unit 411 and 412 record the pointers
pointing to each other separately, to show that the two
storage unit 411, 412 are associated to the same write
command. In the received interrupt request in step 504, it
can either indicate the storage unit 411 or indicate the
storage unit 412. In step 505, based on one of the pointers
pointing to the storage unit 411 and 412, two storage units
411 and 412 can be obtained, and then released. Similarly,
Person skilled in the technical field will be aware that in this
way three or more storage units (411, 412 . . . 41N) can also
be associated in the write command.

FIG. 6 is the schematic diagram of the second write
command according to the embodiment of the present
invention. The second write command indicates the storage
device 102 to obtain data from the host 101 by DMA and
write the data to the flash memory chip 105. The second
write command can be a DMA descriptor 600. The DMA
descriptor 600 includes a DMA command 610 and one or
more DMA data (620, 630). The DMA command 610
includes a field 611, indicating the DM A mode, namely, the
operation indicated by the DMA descriptor 600, which can
do read, write, erase or other operation to the flash memory.
The field 612 indicates the logical address of the storage
device. The field 613 indicates the length of the DMA
descriptor 600, namely, the number of DMA data (620, 630)
included in the DMA descriptor 600, which can be 1 or
more. The field 614 indicates the address of the buffer
memory 106. The DMA data 620, 630 each includes the field
621 and 631, indicating the host address in the DMA
transmission. The DMA data 620, 630 also each includes the
field 632 and 622 respectively, indicating the address of the
buffer memory 106.

The logical address of the storage device in the field 612
of the DMA command 610 can be used for DMA data 620,
630. In the case of the DMA descriptor 600 including only
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the DMA data 620, the storage device 102, based on the host
address indicated by the field 621 and the buffer memory
address indicated by the field 622, starts DMA transmission
between the host 101 and the storage device 102, and
ultimately stores the received data to the flash memory chip
105 indicated by the field 612. In the case of the DMA
descriptor 600 including the DMA data 620 and 630, the
storage device 102 executes the DMA transmission data
based on the DMA data 620 and ultimately stores the data in
the flash memory chip 105, and the storage device 102 will
also execute the DMA transmission data based on the DMA
data 630, and ultimately stores the data in the flash memory
chip 105 indicated by the field 612 plus a predetermined
offset value. In other words, the DMA descriptor 600 can
indicate the multiple DMA transmission between the host
101 and the storage device 102, each DMA transmission
corresponding to one of the DMA data 620, 630, each DMA
transmission transmitting the same amount of data (e.g. 4K
bytes), and the logical address of the DMA transmission
storage device corresponding to the DMA data 620 and
DMA data 630 is continuous (e.g., at a distance of a
predetermined offset value, which can be corresponding to
the amount of the DMA transmission data). Thus it can carry
only one logical address of the storage device in the DMA
descriptor 600 (field 612). The two DMA host addresses of
the DMA transmission (field 621, 631) corresponding to the
DMA data 620 and 630 can be uncontinuous, which may
support the Scatter-Gather DMA transmission mode.

In the DMA transmission corresponding to the DMA data
620, the DMA host address data indicated by the field 621
is written to the buffer memory 106 indicated by the field
622, and then written to the flash memory chip 105. In the
DMA transmission corresponding to the DMA data 630, the
DMA host address data indicated by the field 631 is written
to the buffer memory 106 indicated by the field 632, and then
written to the flash memory chip 105.

The field 614 is optional. In the buffer memory address
corresponding to the field 614, as an example, the length of
the field 613 indicated by the DMA descriptor 600 can be
saved. Thus it can record how many of the DMA transmis-
sions corresponding to the multiple DMA data 620, 630 have
been executed and how many have not yet. For the DMA
descriptor 600, when all the DMA transmissions corre-
sponding to the DMA data 620, 630 have been executed, for
example, after the corresponding data is written to the flash
memory chip 105, the storage device 102 will send an
interrupt to the host 101 indicating the completion of execut-
ing the DMA descriptor 600. Thus, although the DMA
descriptor 600 is corresponding to two DMA transmission
processes, but it will only send one interrupt to host 101.
Reducing the interrupt request will help decrease the work
load of the host 101.

FIG. 7A, 7B is a flowchart of the storage device executing
the second write command according to the embodiments of
the present invention. The second write command can be the
descriptor 600 shown in FIG. 6. As illustrated in FIG. 7A, in
step 701, the storage device 102 receives the DMA descrip-
tor 600. The DMA descriptor 600 includes the addresses
used for the host (for example, the DMA host addresses 621,
631), for the flash chip 105 (for example, the logical address
of the storage device 612) as well as for the buffer memory
106 (for example, buffer memory addresses 622, 632).
Although in FIG. 6 the DMA descriptor 600 includes the
DMA commands 610, DMA data 620, 630, but it is only for
a clear express. The DMA command 610, DMA data 620,
630 can also be combined together. The storage device 102
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extracts the addresses for the host, for the flash memory chip
105 as well as for the buffer memory 106 from the DMA
descriptor 600.

In step 702, based on the addresses used for the host and
for the buffer memory, the storage device 102 writes data
from the host 101 to the buffer memory 106 by DMA
transmission. In step 703, based on the addresses used for
the flash memory and for the buffer memory, the data written
to the buffer memory in step 702 is written to the flash
memory chip 105.

In one example, in step 702, after the data is written to the
buffer memory 106, an interrupt is sent to the host, indicat-
ing the completion of executing the DMA transmission. If
the DMA descriptor 600 only includes this DMA transmis-
sion (e.g., DMA descriptor 600 includes only the DMA
command 610 and DMA data 620), the interrupt also indi-
cates the completion of executing the DMA descriptor 600.
In one example, in step 703, after the data is written to the
flash memory chip 105, an interrupt is sent to the host 101
sends, indicating the completion of executing the DMA
transmission.

As illustrated in FIG. 7B, it shows the more detailed
process of processing the DMA descriptor 600 containing
multiple DMA data (620, 630). In step 711, the storage
device 102 receives the DMA descriptor 600, which
includes the DMA command 610, DMA data 620 and 630.

In step 712, based on the DMA descriptor 600, the DMA
data 620 will be converted into the first DMA microinstruc-
tion, and the DMA data 630 will be converted into the
second DMA microinstruction. The first DMA microinstruc-
tion comprises the DMA host address 621 and the buffer
memory address 622. Based on the first DMA microinstruc-
tion, it can also obtain the logical address 612 of the storage
device corresponding to the first DMA microinstruction, the
DMA operation type and the DMA descriptor length 613.
The logical address 612 of the storage device and the DMA
operation type can be a part of the first DMA microinstruc-
tion, and can also be stored in the buffer memory 106, and
can be accessed through the index in the first DMA micro-
instruction, and can also identify the operation type of the
first DMA microinstruction by placing the first DM A micro-
instruction in the specific operation queue (read, write, erase,
etc.).

Still as another example, for the first DMA microinstruc-
tion, based on the buffer memory address 622 and a prede-
termined offset, a pointer stored in the buffer memory 106 is
obtained. Based on the pointer the logical address 612 of the
storage device 612 and/or the DMA descriptor length 613
will be obtained. In a similar way, for the second DMA
microinstruction, based on the buffer memory address 632
and a predetermined offset a pointer stored in the buffer
memory 106 is obtained. Based on the pointer the logical
address 612 of the storage device and/or the DM A descriptor
length 613 will be obtained.

In the preferred embodiment, based on the buffer memory
address 614, the DMA descriptor length 613 is stored in the
buffer memory 106, in which the DMA descriptor length is
equal to the number of the DMA data in the DMA descriptor
600 (or the total number of the DMA command and DMA
data in the DMA descriptor 600, out of which the number of
the DMA data can be got) and the DMA descriptor length
613 is accessed via the index in the DMA microinstruction.
Thus, the execution sequence of the first DM A microinstruc-
tion and second DMA microinstruction becomes unimport-
ant. Each execution of a DMA instruction will decrease the
DMA descriptor length of the buffer memory 106 progres-
sively (for example, minus 1 or minus unit length), and when
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the DMA descriptor length of the buffer memory 106
becomes 0, it means that the execution of all the DMA
operation to the DMA descriptor 600 is completed.

In step 713, for the first DMA microinstruction, based on
the DMA host address 621 and buffer memory address 622,
the data will be written to the buffer memory 106 by DMA
transmission.

In step 714, for the second DMA microinstruction, based
on the DMA host address 631 and buffer memory address
632, the corresponding data will be written to the buffer
memory 106 by DMA transmission.

In step 715, an interrupt is sent to the host, to indicate the
completion of the DMA descriptor 600 operation.

In an example, step 713 also includes writing the data
corresponding to the first DMA microinstruction which will
be written to the buffer memory 106, based on the logical
address of the storage device in 612, to the flash memory
chip 105. Step 714 also includes writing the data corre-
sponding to the second DM A microinstruction which will be
written to the buffer memory 106, based on the logical
address of the storage device 612 plus a predetermined offset
value, to the flash memory chip 105.

In the preferred embodiment, in step 713, 714, after
writing the corresponding data to the buffer memory 106,
also based on the index in the first, second microinstructions,
it will access to the DMA descriptor length stored in the
buffer memory 613, and decrease the DM A descriptor length
613 progressively (for example, minus 1 or minus unit
length). Thus, when the DMA descriptor length 613
becomes 0, it means that the operation to the DMA descrip-
tor 600 is completed. In this way, it can process simultane-
ously multiple DMA descriptors 600 in the storage device
102, and the execution sequence of the first DMA microin-
struction and second DMA microinstruction is unimportant.
Other ways can also be used to identify the multiple DMA
data in the DMA descriptors 600 being executed. For
example, it will provide flags for each DMA data of each
DMA descriptor 600 in the buffer memory or registers,
whenever a DMA data (DMA microinstruction) is executed,
setting the corresponding flags. It can also sequentially
execute each DMA data (DMA microinstruction) of the
DMA descriptor 600, when the last DMA data (DMA
microinstruction) is executed, meaning the execution of the
DMA descriptor 600 completed.

In still another embodiment, when each DMA microin-
struction of the DMA descriptor 600 is executed, an interrupt
will be sent to the host 101, and it will be analyzed by the
host driver whether the execution of the DMA descriptor
600 has been completed. The analytical method is similar to
identifying whether the multiple DMA data of the DMA
descriptor 600 in the storage devices 102 have been
executed.

FIG. 7C shows a hardware block diagram of the storage
device executing the second write command in FIG. 7A, 7B.
In FIG. 7C, the host 101 includes a PCIE controller 721 and
a host memory 722. The host memory 722 can be a random
access memory (RAM), and the PCIE controller 721 can be
used for communicating with the storage device via the
PCIE bus. The storage device 102 includes a PCIE interface
731, a DMA command analyzer 732, a microinstruction
FIFO (FIFO buffer) 733, a DMA write operation controller
734, a DMA write interface 735, a logical address to
physical address conversion circuit 736, a Flash interface
controller 737, a flash memory chip 105 and a buffer
memory 106.

The PCIE interface 731 receives the DMA descriptor 600
sent from the host 101 through the PCIE controller 721. The
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connection between the host 101 and the storage device 102
is not limited to PCIE, and can also be the SATA, IDE, USB,
PCIE, SCSI, Ethernet, fibre channel, etc. The DMA com-
mand analyzer 732 will convert the DMA descriptor 600
received by the PCIE interface 731 into the DMA microin-
struction. As for the DMA descriptor 600 shown in FIG. 6,
it includes the DMA data 620 and DMA data 630, and then
the DMA command analyzer will convert them into the first
DMA microinstruction corresponding to the DMA data 620
and the second DMA microinstruction corresponding to the
second DMA data 630. The structure of the first DMA
microinstruction and the second DMA microinstruction has
been introduced above in detail. The DMA command ana-
lyzer 732 also extracts the DMA descriptor length from the
DMA command 610 of the DMA descriptor 600, and stores
it in the buffer memory 106, a register or analogues. The
DMA descriptor length indicates the number of DMA data
included in the DMA descriptor 600, and also indicates the
number of the DMA microinstructions obtained from the
DMA descriptor 600. The DMA command analyzer 732 will
store the first DMA microinstruction and second DMA
microinstruction in the microinstruction FIFO 733.

The microinstruction FIFO 733 can cache the DMA
microinstruction, and in a way of FIFO provides DMA
microinstructions to the DMA write operation controller
734. Although here only takes the write operation as an
example, it is described that the DMA microinstruction
corresponding to the DMA write operation is cached in the
microinstructions FIFO 733. Person skilled in the technical
field will be aware that the DMA microinstruction corre-
sponding to the DMA read operation and the DMA micro-
instruction corresponding to the DMA write operation can
be mixedly cached in the microinstruction FIFO 733. The
microinstruction FIFO 733 can also be configured into two
or more parts, of which one part is dedicated to storing the
DMA microinstruction corresponding to the DMA read
operation, and the other part is dedicated to storing the DMA
microinstruction corresponding to the DMA write operation.

As for the DMA microinstruction corresponding to the
DMA write operation, for example, the first DMA microin-
struction and second DMA microinstruction mentioned
before, the DMA write operation controller 734 will execute
the DMA write operation based on the DMA microinstruc-
tions. As previously mentioned, the first DMA microinstruc-
tion includes the DMA host address 621 and the buffer
memory address 622. DMA The DMA write operation
controller 734, using the DMA host address 621 and the
buffer memory address 622, initiates the DMA write opera-
tion via the DMA interface 735 between the host 101 and the
storage device 102, and it will transmit the data stored in the
DMA host address 621 to the position indicated by the buffer
memory address 622, wherein the transmitted data can have
a predetermined length (e.g. 4K bytes). As for the second
DMA microinstruction, the DMA write operation controller
734 will executor a similar operation, transmitting the data
stored in the DM A host address 631 to the position indicated
by the buffer memory address 632.

From the first DMA microinstruction and second DMA
microinstruction, the logical address used for the respective
storage device can be obtained. In the logical address to
physical address conversion circuit 736, the logical address
of the storage device for each DMA microinstruction is
converted to the physical address used for the flash memory
chips 105. As for each of the DMA microinstruction, the
Flash interface controller 737 will write the data written in
the buffer memory 106, based on the physical address
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provided by the logical address to physical address conver-
sion circuit 736, to the flash memory chip 105.

The Flash interface controller 737, based on the index in
the first and second microinstructions, accesses the stored
DMA descriptor length extracted from the DMA command
610 of the DMA descriptor 600, and decrease the DMA
descriptor length progressively (for example, minus 1 or
minus unit length). Thus, when the DMA descriptor length
is 0, it means the completion of the DMA descriptor 600
operation. Then, an interrupt can be sent to the host to
indicate the completion of the DMA descriptor 600 opera-
tion. In one example, the DMA write operation controller
also accesses to the stored DMA descriptor length, and
determines whether all data corresponding to the DMA
descriptor 600 have been written to the buffer memory 106,
and sends the host the interrupt indicating that all data have
been written to the buffer memory 106.

FIG. 8 is a block diagram of the host’s software according
to the embodiment of the invention. FIG. 8 shows the block
diagram of the host 800’s software, which is similar to the
host’s software block diagram shown in FIG. 4. The differ-
ence is that in FIG. 8, the buffer control block 406 also
includes the 10 request linked list 801. The IO request linked
list 801 is consisting of the storage units (411, 412 . . . 41N)
in the buffer control block 406. The 1O request linked list
801 can be a one-way linked list, double linked list or
circular linked list. When generating the DMA descriptor
600 as shown in FIG. 6, for a 600 DMA descriptor, a
corresponding 1O request linked list 801 is created, includ-
ing the storage units (811, 812, 813) respectively corre-
sponding to the DMA command 610, the DMA data 620, and
the DMA data 630. It should be pointed out that the storage
unit (811, 812, 813) is the three storage units of the storage
units (411, 412, . . . 41N) in the buffer control block 406, and
by setting the corresponding pointer, it forms the 10 request
linked list 801. In FIG. 8, the storage units (811, 812, 813)
and the storage units (411, 412 . . . 41N) being displayed
separately, is just the need of describing clearly.

FIG. 9A is a flow chart of the host creating and executing
the second write command according to the embodiment of
the invention. In one embodiment, step 901, the 1O request
is received by the host’s storage device driver 405. The 10
request will indicate that the multiple data blocks dispersed
in different physical addresses of the host memory will be
written to the storage device 102, so the scatter-gather DMA
operation will be executed between the host and the storage
device. The following will describe the operation process of
the host writing data to the storage device by way of
example.

In step 902, referring to FIG. 8, an storage unit in free
state is taken out from the buffer control block 406, such as
the storage unit 411.

In step 904, according to the content of the 1O request, it
will create the DMA command 610 of the DMA descriptor
600, fill in with the DMA mode field 611 of the DMA
command 610 (in this example, a write operation), the
storage device logical address field 612 (the information can
be obtained from the 1O request), the DMA descriptor length
field 613 (the information can be obtained from the 10
request) and the buffer memory address field 614 (corre-
sponding to the storage unit 411 allocated in step 902). Then
the DMA command 610 created will be sent to the storage
device 102. And the storage unit 411 will be used as the
initial node (for example the storage unit 811) of the 10
request linked list 801 of the 1O request. An 1O request
linked list 801 is created, and is used for after the storage
device 102 executing the DMA descriptor 600, returning the
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memory unit occupied back to the buffer control block 406,
and notitying application software or other software of the
completion of the 10 request execution. For this purpose, in
one example, the pointer corresponding to the IO request
will also be stored in the storage unit 411. Based on the
DMA descriptor length, it can also obtain the remaining
length of the DMA data. Before creating the first DM A data,
the remaining length of the DMA data part is the number of
the DMA data (620, 630) in the DM A descriptor 600, which,
as an example, is the DMA descriptor length minus 1.

In step 906, a storage unit in free state is taken out from
the buffer control block 406, for example, the storage unit
412. According to the content of the IO request, it will create
the DMA data 620 of the DMA descriptor 600, fill in with
the DMA host address field 621 of the DMA data 620 (the
information can be obtained from the IO request), and the
buffer memory address 622 (corresponding to the allocated
storage unit 412, for example, the offset value or serial
number of the storage unit 412 in the buffer control block
406). And then the created DMA data 620 will be sent to the
storage device 102. The storage unit 412 will be used as the
node (for example the storage unit 812) of the 10 request
linked list 801 of the IO request.

In step 908, the remaining length of the DMA data part
will be decreased progressively, and the number of DMA
data in the DMA descriptor 600 having not yet been sent to
the storage device will be obtained.

In step 909, if the remaining length of the DMA data part
is 0, it means that the generation of the DMA descriptor 600
has been completed, and then in step 910 the storage device
driver 405 will wait for the interrupt returned by the storage
device 102 indicating the completion of the DMA descriptor
600 processing, and on the basis of the interrupt find the
corresponding 10 request linked list 801, and release the
storage unit (811, 812) in the 10 request linked list 801. In
other words, setting the storage units (811, 812) of the 10
request linked list 801 in free state, the storage units 411, 412
being in free state can be known via the buffer control block
406. In one example, in the case of the DMA descriptor 600
indicating a read operation, and the host 101’s CPU includ-
ing a cache memory, it will also notice the CPU cache
memory associated with the DMA host addresses (621, 631)
of the DMA descriptor 600 to execute a consistency pro-
cessing, in order to reflect that the data in the DMA host
address (621, 631) may be changed by the DMA read
operation. In one example, the interrupt returned by the
storage device 102 includes the content indicating one of the
multiple storage units (811, 812) in the IO request linked list
801 (or one of the buffer memory address 622, 632),
according to which content, the storage units (811, 812) will
be released through the 10 request linked list 801.

In step 909, if the remaining length of the DMA data part
is larger than O, it means that the generation of the DMA
descriptor 600 has not yet been completed, and it also need
to generate one or more DMA data for the 10 request, and
then the process will return to step 906 and repeat steps 906,
908 and 909.

FIG. 9B is a flowchart of the host creating and executing
the second write command according to another embodi-
ment of the present invention. In this embodiment, the free
storage units in the buffer control block 406 are further
organized as an free storage unit pool, to contribute to the
creating process of the DMA descriptor 600. It will form the
free storage unit pool by organizing the free storing units
(411, 412 . . . 41N) in the buffer control block 406 into a
linked list. When needing to obtain the free storage unit from
the buffer control block 406, the storage unit can be removed
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from the free storage unit pool, thus eliminating the expen-
diture of searching for a free storage unit in the buffer
control block 406.

In one embodiment, in step 921, the IO request is received
by the storage device host driver 405. Similar to FIG. 9A, the
10 request indicates that the multiple data blocks dispersed
in the different physical addresses of the host memory are
written to the storage device 102, for which the scatter-
gather DMA operation will be executed between the host
and the storage device.

In step 922, according to the content of the 1O request, it
will calculate the length of the DMA descriptor used for
corresponding to the same IO requests (for example, the
DMA command and the number of the DMA data). It can be
noted that in the embodiment shown in FIG. 9A, it is in step
904 creating the DMA command 610 that the DMA descrip-
tor length is obtained, which will remind Person skilled in
the technical field that each step is not necessarily imple-
mented in the order disclosed in the embodiment.

In step 923, it determines if the free storage unit pool is
empty. If the free storage unit pool is not empty, meaning the
buffer control block 406 has storage units in free state, then
it will proceed to step 924, and take out an free storage unit
from the free storage unit pool (for example, the storage unit
411). If the free storage unit pool is empty, meaning that the
buffer control block 406 has no free storage unit. Then in
step 925, it should wait for the free storage unit pool being
updated, for the appearance of a free storage unit. When the
execution of the DMA descriptor is completed, the related
storage unit will be released, resulting in new free storage
unit in the free storage unit pool. This will be covered in
more details later.

In step 926, determine currently whether to generate the
DMA command field or the DMA data field for the DMA
descriptor 600. In general, the DMA descriptor 600 includes
a DMA command and one or more DMA data. When
generating the DMA command, the processing will proceed
to step 927, and according to the content of the 10 request,
it will create the DMA command 610 of the DMA descriptor
600, and fill in each fields (611, 612, 613, 614) of the DMA
command 610. In one example, the pointer corresponding to
the IO request is also stored in the storage unit 411, so that
after the execution of the 10 request is completed, the 10
request can be identified and the application software or
other upper level software can be informed. When generat-
ing the DMA data, the processing will proceed to step 928,
and according to the content of the 1O request, it will create
the DMA command 620 of the DMA descriptor 600, and fill
in each fields (621, 622) of the DMA command 620.

Then, in step 929, the generated DMA command or the
DMA data will be sent to the storage device 102. And in step
930, the storage unit 411 obtained in step 924 is set in the IO
request linked list 801. As an example, the first storage unit
filled in the 10 request linked list 801, will serve as the head
node of the 1O request linked list 801. However, it will also
be realized that when the IO request linked list 801 is
organized into a circular linked list, it has no “head node” in
it. In step 930, the DMA descriptor length will also be
decreased progressively.

In step 931, if the DMA descriptor length is 0, it means
that the generation of the DMA descriptor 600 has been
completed, and then in step 932 the storage device driver
405 will wait for the interrupt returned from the storage
device 102 indicating the completion of processing the
DMA descriptor 600, and on the basis of the interrupt find
the corresponding 1O request linked list 801, and release the
storage units (811, 812) in the IO request linked list in 801.
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In other words, setting the storage units (811, 812) in the IO
request linked list 801 to free state the storage units 411, 412
will be known in free state through the buffer control block
406, and the storage units 411, 412 will be returned to the
free storage unit pool. In one example, the interrupt returned
from the storing device 102 includes the content indicating
one of the multiple storage units (811, 812) of the 10 request
linked list in 801, on the basis of which content the storage
unit (811, 812) will be released through the 1O request linked
list 801.

In step 931, if the DMA descriptor length is larger than 0,
then it means that the generation of the DMA descriptor 600
has not yet been completed, and one or more DMA data also
need to be generated for the IO request. Then the process
will return to step 923 and repeat steps 923-931.

It describes the generation process of the DM A descriptor
600 referring to FIG. 9A, 9B diagram above. The DMA
descriptors 600 is used for describing the multiple DMA
operations executed in scatter-gather DMA, wherein the
multiple DMA operations’ data come from the storage in a
storage space continuous or not. Person skilled in the
technical field will be easy to aware that the generation types
of'the DMA descriptor 600 include but are not limited to the
specific types described above in FIG. 9A, 9B.

FIG. 10A is a flow chart of creating the linked list in the
buffer memory of the storage device according to the
embodiment of the invention. In the process of processing
DMA descriptor 600 in storage device disclosed in FIG.
7A-7C, the DMA descriptor 600 is converted into one or
more microinstructions. In a further embodiment, in order to
effectively process the relationship (for example, the micro-
instructions are all associated to the DMA descriptor 600)
between the one or more microinstructions, the storage
device 102, in response to the DMA descriptor 600 trans-
mitted by the host 101, will create a linked list in the buffer
memory 106, with which the multiple microinstructions
corresponding to the same DMA descriptor 600 will be
associated.

As shown in FIG. 10A, in step 1002, the host 101 sends
the DMA descriptor 600 to the storage device 102. The
DMA descriptor 600 includes the DMA command 610 and
the DMA data 620, 630. It has been combining with FIGS.
9A and 9B above to describe the example of the process of
the host 101 sending the DMA descriptor 600 to the storage
device 102. It should also be aware that creating the linked
list in the buffer memory of the storage device will contrib-
ute to the execution of the 1O operations by the storage
device, especially the concurrent/out-of-order execution of
the multiple 1O operations, and the multiple JO operations
can be linked together by accessing the linked list of each
other. Thus the 10 operations without associations can be
executed concurrently in the storage device. As a result, it
can also respond to other types of IO commands or other
commands except the DMA command, in order to create a
linked list in the storage device.

In step 1004, it determines whether the DMA command
610 or the DMA data 620, 630 is received.

Ifthe DMA command 610 is received, in step 1006, it will
extract the buffer memory address used for the DMA com-
mand 610 from the buffer memory address field 610, and
based on the buffer memory address, allocate storage space
for the DMA command 610 in the buffer memory 106. Next,
in step 1008, the buffer memory address allocated for the
DMA command 610 will be saved, which is used for allocate
the buffer memory address for the DMA data 620, 630.

If it determines that the one received in step 1004 is the
DMA data 620, then in step 1010, it will extract the buffer
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memory address used for the DMA data 620 from the buffer
memory address field 622 of the DMA data 620, and based
on the buffer memory address, allocate storage space for the
DMA command 620 in the buffer memory 106. And in step
1012, in the storage space allocated for the DMA command
620 in the buffer memory 106, the buffer memory address of
the DMA command 610 stored in step 1008 will be stored.
Thus, in the buffer memory 106, the storage space allocated
for the DMA command 610 and the DMA data 620 will form
a linked list, of which the storage space allocated for the
DMA command 610 is the head node of the linked list, and
the storage space allocated for the DMA data 620 is linked
to the head node of the linked list.

In the case of the DMA descriptor 600 also including the
DMA data 630, through steps 1010 and 1012, based on the
buffer memory address 632 in the DMA data 630, the
storage space is allocated for the DMA data 630 in the buffer
memory 106, and in the storage space allocated for the DMA
data 630 in the buffer memory, the buffer memory address of
the DMA command 610 will be stored. Person skilled in the
technical field will be aware that it can also store the buffer
memory address used for the DMA data 620 in the storage
space allocated for the DMA data 630 in the buffer memory
106, so that different types of linked lists will be formed. In
other examples, the storage space allocated for the DMA
command 610 and the DMA data 620, 630 in the buffer
memory 106 will be created as a circular list or double
linked list.

It has been described above combined with FIG. 7A, 7B,
7C that the storage device 102 generates the DMA micro-
instructions based on the DMA data (620, 630), and stores
them in the microinstruction FIFO 733. The operation of
generating the DMA microinstructions from the DMA data
(620, 630) can occur after step 1012, and the buffer memory
address allocated for the DMA data (620, 630) is carried in
the DMA microinstructions.

FIG. 10B is the flow chart of creating linked lists in the
buffer memory of the storage device according to the
embodiment of the present invention. Compared with the
embodiment provided in FIG. 10A, the embodiment in FIG.
10B, will also store the information related to the processing
or execution of the DMA descriptors in the created linked
list. FIG. 10C is the flow chart of the storage device using
the linked list created in the buffer memory to execute the
DMA descriptor according to the embodiment of the present
invention. FIG. 11A-11F shows multiple states of the buffer
memory associated with FIG. 10B and FIG. 10C. In FIG.
11A-11F, 1100 indicates the storage space in the buffer
memory 106.

Specifically, in step 1020, the host 101 sends the DMA
descriptor 600 to the storage device 102.

In step 1022, it determines whether the received com-
mand is the DMA command 610 or DMA data 620, 630.

If the DMA command 610 is received, in step 1024, it will
extract the buffer memory address from the buffer memory
address field 610, and based on the buffer memory address,
allocate storage space for the DMA command 610 in the
buffer memory 106. As illustrated in FIG. 11A, the storage
space 1101 is allocated for the DMA command 610. And
also the DMA descriptor length field 613 is extracted from
the DMA command 610, and the DMA data part length of
the DMA descriptor 600 can be obtained from the DMA
descriptor length 613 (e.g., the DMA descriptor length
minus 1). Next, in step 1026, the buffer memory address
allocated for the DMA command 610 is saved, for allocating
buffer addresses for the DMA data 620, 630. And, the DMA
data part length is recorded in the buffer memory allocated
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for the DMA command 610. As illustrated in FIG. 11A, the
DMA data part length is saved in the storage space 1101 (in
this example, the DMA data part length is 2).

If it determines that the one received in step 1022 is the
DMA data 620, then in step 1028, it will extract the buffer
memory address used for the DMA data 620 from the buffer
memory address field 622 of the DMA data 620, and based
on the buffer memory address, allocate storage space for the
DMA command 620 in the buffer memory 106. As illus-
trated in FIG. 11B, the storage space 1112 is allocated for the
DMA data 620. And in step 1030, in the storage space 1112
allocated for the DMA command 620, the buffer memory
address of the DMA command 610 stored in step 1026 will
be stored. Thus, in the buffer memory 106, the storage space
(1101 and 1112) allocated for the DMA command 610 and
the DMA data 620 will form a linked list, of which the
storage space 1101 allocated for the DMA command 610 is
the head node of the linked list, and the storage space 1112
allocated for the DMA data 620 is linked to the head node
of the linked list. Also the DMA host address corresponding
to the DMA data 620 is stored in the storage space 1112.

In the case of the DMA descriptor 600 also including the
DMA data 630, through steps 1028 and 1030, based on the
buffer memory address 632 in the DMA data 630, the
storage space 1123 is allocated for the DMA data 630 in the
buffer memory 106 (referring to FIG. 11C), and in the
storage space 1123, the buffer memory address of the DMA
command 610 will be stored. And the DMA host address
corresponding to the DMA data 630 is also stored in the
storage space 1123.

As a result, in the buffer memory 106, a linked list
corresponding to the DMA descriptor 600 is formed, of
which the storage space 1101 is the head node of the linked
list, and the storage space 1112 and 1123 are the nodes
pointing to the head node of the linked list. Person skilled in
the technical field will be aware that it can also store the
buffer memory address used for the DMA data 620 in the
storage space 1123 allocated for the DMA data 630 in the
buffer memory 106, so that different types of linked lists will
be formed. In other examples, the storage space allocated for
the DMA command 610 and the DMA data 620, 630 in the
buffer memory 106 will be created into a circular list or
double linked list.

FIG. 10C is the flow chart of the storage device using the
linked list created in the buffer memory to execute the DMA
descriptor according to the embodiment of the present
invention. It has been described above combined with FIG.
7A, 7B, 7C that the storage device 102 generates the DMA
microinstructions based on the DMA data (620, 630), and
stores them in the microinstruction FIFO 733. During the
execution of the DMA microinstructions by the storage
device 102, in one example, the linked list in the buffer
memory 106 is used. The DMA microinstruction includes
the buffer memory address, through which it can obtain the
storage space in the buffer memory 106 allocated by the
DMA data corresponding to the DM A microinstruction, and
then it can obtain the DMA host address corresponding to
the DMA data and the DMA data part length or the DMA
data number in the DMA descriptor corresponding to the
DMA data.

It is described in the following, that the DMA microin-
struction corresponding to the DMA data 620 will be indi-
cated with the first DMA microinstruction, and the DMA
microinstruction corresponding to the DMA data 630 will be
indicated with the second DMA microinstruction.

In step 1040, the first DMA microinstruction is obtained
from the microinstruction FIFO 733.
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In step 1042, the first DMA microinstruction includes the
address of the storage space 1112 of the buffer memory 106
allocated for the DMA data 620, and obtains the DMA host
address from the storage space 1112. The DMA host address
is provided by the DMA host address field 621 in the DMA
data 620. Based on the DMA host address, it will execute the
DMA transmission between the host 101 and the storage
device 102, transmitting a predetermined length (e.g., 4 KB)
of data in the DMA host address of the host 101 to the buffer
memory of the storage device 102 by way of DMA trans-
mission. For the second DMA microinstruction, similar
operation will be executed, transmitting the host 101°s data
in the DM A host address provided by the DMA host address
field 632 of the DMA data 630 to the storage space 1123
allocated for the DMA data 632 in the buffer memory of the
storage device 102 by way of DMA transmission. In FIG.
11D, it shows the storage space 1112 and 1123 storing the
data transmitted by way of DMA transmission after the
execution of the first DMA microinstruction and second
DMA microinstruction.

In step 1044, it continues to the execute the first DMA
microinstruction. Through the address of the storage space
1112 in the first DMA microinstruction, a predetermined
length of data is removed from the storage space, which data
is transmitted in step 1042 from the host 101 to the storage
space 1112 of the buffer memory 106 by way of DMA
operation. And through the flash interface controller (for
example, Flash interface controller 737 in FIG. 7C) the data
is written to the flash memory chip 105 based on the address
used for the flash memory included in the first DMA
microinstruction. The address used for the flash memory is
obtained through the storage device logic address field 612
in the DMA command 610. The second DMA microinstruc-
tion will be executed in a similar way. Through the address
of the storage space 1123 included the second DMA micro-
instruction, a predetermined length of data is removed from
the storage space, and through the flash interface controller
the data is written to the flash memory chip 105 based on the
address used for the flash memory included in the second
DMA microinstruction. The address used for the flash
memory included in the second DMA microinstruction, is
obtained through the storage device’s logic address field 612
in the DMA command 610 plus a predetermined value (for
example the length of data corresponding to the DMA
transmission, which is 4 KB in this example). In one
example, the storage device’s logical address in the DMA
command 610 is converted into the storage device’s physical
address, and the data is written to the flash memory chip 105
based on the physical address. The mapping process from
the storage device’s logical address to physical address,
should be well known by person skilled in the technical
field.

In step 1046, it continues to execute the first DMA
microinstruction. The address of storage space 1101 allo-
cated for the DMA command 610 is obtained through the
address of the storage space 1112 in the first microinstruc-
tion, and the length of DMA data part is obtained in the
storage space 1101, and the length of the DMA data part
stored in the storage space 1101 is decreased progressively
(for example, minus 1 or minus the unit length). As illus-
trated in FIG. 11E, as for the first DMA microinstruction,
after the length of the DMA data part is decreased progres-
sively, its value is changed from 2 to 1. And the address of
the storage space 1101 is no longer saved in the storage
space 1112, to indicate the completion of executing the
DMA data 620. In step 1048, as the length of the DMA data
part is not 0, it means that the DMA descriptor 600 operation
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is not completed, because it also contains another DMA data
630, at this time, with no further processing.

When the second DMA microinstructions is being
executed in step 1046, through the address of the storage
space 1123 in the second DMA microinstruction, the address
of storage space 1101 allocated for the DMA command 610
is obtained, and the length of DMA data part is obtained in
the storage space 1101, and the length of the DMA data part
stored in the storage space 1101 is decreased progressively
(for example, minus 1 or minus the unit length). As illus-
trated in FIG. 11F, as for the second DMA microinstruction,
after the length of the DMA data part is decreased progres-
sively, its value is changed from 1 to 0. And the address of
the storage space 1101 is no longer saved in the storage
space 1123, to indicate the completion of executing the
DMA data 630.

At this moment, When the second DMA descriptor is
being executed in step 1048, as the length of the DMA data
part is O, it means that the DMA descriptor 600 operation has
been completed. Next, in step 1050, an interrupt is sent to the
host 101, to indicate that the operation of the DMA descrip-
tor 600 has been completed.

Again as illustrated in FIG. 11F, the address of storage
space 1101 is no longer saved in either of the storage space
1112 and 1123. The length of the DMA data part in the
storage space 1101 is 0. In this case, it means that the DMA
descriptor 600 execution has been completed, and the stor-
age space 1101, 1112 and 1123 will not be used again, the
storage space of which can be released for other DMA
descriptor execution. In one example, the release and reuse
of the corresponding storage space is controlled by the host
101, it has been combined with FIGS. 9A and 9B above to
described the release of the storage space in the 10 request
linked list 801. As the storage units (411, 412 . . . 41N) in
the bufter control block 406 are corresponding to the storage
spaces in the buffer memory 106, the release of the storage
space in the 10 request linked list 801 means that the storage
spaces 1101, 1112 and 1123 in the buffer memory are
released.

It has been described above combined with FIG. 10B,
10C, 11A-11F the scheme of storing the DMA host
addresses corresponding to the first and second microin-
structions in the buffer memory 106, which makes the DMA
microinstructions not have to carry the DMA host address
and reduces the occupation of the circuit resources, and
associates the first, second DMA microinstructions corre-
sponding to the same DMA descriptor 600 through the
buffer memory 106. Person skilled in the technical field will
be aware that the storage device’s logical address and/or the
DMA host address corresponding to the first and second
microinstructions can also be stored in the buffer memory, so
as to further reduce the length of the DMA microinstruction
and the occupation of the circuit resources.

FIG. 12 is the hardware block diagram of the storage
device according to another embodiment of the invention.
Similar to which is disclosed in FIG. 7C, the host 101
includes a PCIE controller 721 and a host memory 722. The
storage device 102 includes a PCIE interface 731, a DMA
command analyzer 732, a microinstruction FIFO buffer 733,
a DMA write operation controller 734, a DMA write inter-
face 735, the logical address to physical address conversion
circuit 736 and a buffer memory 106. The storage device 102
also includes a DMA read-write microinstruction judging
circuit 1210, a DMA read interface 1212, flash controllers
1221, 1222, 1223, flash memory interfaces 1231, 1232,
1233, completion control circuit 1242, a demultiplexer 1241
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and a multiplexer 1243. The flash memory interfaces 1231,
1232, 1233 are coupled to the flash memory chip 105.

The PCIE interface 731 receives the DMA descriptor 600
sent by the host 101 through the PCIE controller 721. The
connection between the host 101 and the storage device 102
is not limited to PCIE. The DMA command analyzer 732
converts the DMA descriptor 600 received by the PCIE
interface 731 into the DMA microinstruction. As to the
DMA descriptor 600 shown in FIG. 6, the DMA command
analyzer will convert it into the first DMA microinstruction
corresponding to the DMA data 620 and the second DMA
microinstruction corresponding to the DMA data 630. In one
example, the first and second DMA microinstructions
respectively include the field indicating the microinstruction
types (read/write/erase/other), the field indicating the
addresses of the corresponding storing units in the buffer
memory 106, and the field indicating the logical addresses of
the storage device.

As illustrated in FIG. 10B and FIG. 11C, the DMA
command analyzer 732 also allocates the storage units in the
buffer memory 106 for the DMA command 610, and stores
the length of the DMA data part in it. The DMA command
analyzer also allocates the storage units in the buffer
memory 106 for the DMA command 620, and stores the
storage unit addresses allocated for the DMA command 610
and the DMA host address in the DMA data 630 in it.

The DMA command analyzer 732 will store the first
DMA microinstruction and second DM A microinstruction in
the microinstruction FIFO 733.

The microinstruction FIFO 733 can cache the DMA
microinstructions, and provide DMA microinstructions to
the DMA read-write microinstruction judging circuit 1210
according to the First-In-First-Out mode.

In the DMA read-write microinstruction judging circuit
1210, the type of the DMA microinstruction will be deter-
mined. For the DMA microinstructions corresponding to the
DMA write operation, for example, the first DMA microin-
struction and second DMA microinstruction mentioned
above, the DMA write operation controller 734 will execute
the DMA write operation based on these DMA microin-
structions. The DMA write operation controller 734 uses the
fields in the first DMA microinstruction indicating the
storage unit addresses in the buffer memory 106 correspond-
ing to the first DMA microinstruction, to obtain the DMA
host address from the buffer memory 106, and to initiate
write operations through the DMA write interface 735
between the host 101 and the storage device 102, and to
transmit the data stored in the DMA host address to the
storage unit of the buffer memory 106 corresponding to the
first DMA microinstruction, of which the data transmitted
can have a predetermined length (e.g. 4K bytes). For the
second DMA microinstruction, the DMA write operation
controller 734 uses the fields in the second DMA microin-
struction indicating the storage unit addresses in the buffer
memory 106 corresponding to the second DMA microin-
struction, to obtain the DMA host address from the buffer
memory 106, and to initiate write operations through the
DMA write interface 735 between the host 101 and the
storage device 102, and to transmit the data stored in the
DMA host address to the storage unit of the buffer memory
106 corresponding to the second DMA microinstruction.

The logical addresses used for the respective storage
device will be obtained from the fields, indicating the logic
address of the storage device, of the first DMA microin-
struction and second DMA microinstruction. In the logical
address to physical address conversion circuit 736, it will
convert the storage device’s logical addresses of each DMA
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microinstructions into physical addresses used for the flash
memory chips 105. For each DMA microinstruction, the
Flash controller 1221, 1222, 1223, based on the physical
address provided by the logical address to physical address
conversion circuit 736, will write the data written in the
buffer memory 106 to the flash memory chip 105 through the
flash memory interface 1231, 1232, 1233, among which, the
Flash controller 1221 is coupled to the flash interface 1231,
the Flash controller 1222 is coupled to the flash interface
1232, the Flash controller 1223 is coupled to the flash
interface 1233. And the flash memory interfaces 1231, 1232,
1233 are respectively coupled to their flash memory chips.
Thus for the physical address used for the flash memory
chips 105 which is converted from the logical address of the
storage device in the DMA microinstruction, the physical
address indicates a specific flash chip, which is coupled to a
specific one of the flash memory interface 1231, 1232, 1233.
Therefore, based on the physical address, it can be deter-
mined which of the flash memory interfaces 1231, 1232,
1233 can be used to write the data to the flash memory chips,
and also which of the Flash controller 1221, 1222, 1223 can
be used. The flash memory interface 1231, 1232, 1233 can
also be coupled to the buffer memory through the demulti-
plexer 1241. Based on the physical address, the demulti-
plexer 1241 can transmit the data from the buffer memory to
a specific one of the flash memory interface 1231, 1232,
1233.

After the flash memory interface 1231, 1232, 1233 writ-
ing data to the flash memory chip 105, the completion
control circuit 1242 accesses to the buffer memory 106
based on the fields in the first and second DMA microin-
structions indicating the storage unit addresses in the cor-
responding buffer memory 106, and further accesses the
storage unit allocated for the DMA commands 610 in the
buffer memory, to obtain the length of the DMA data part,
and decrease it progressively (e.g., minus 1 or minus unit
length). Thus, when the length of the DMA data part of the
storage unit allocated for the DMA command 610 is O, it
means that the DMA descriptor 600 operation is completed.
Then, an interrupt can be sent to the host, to indicate the
completion of the DMA descriptor 600 operation.

Although in FIG. 12 by way of examples it shows
embodiments including three Flash controller 1221, 1222,
1223 and three flash memory interface 1231, 1232, 1233,
Person skilled in the technical field will be aware that
multiple different number of flash controllers and flash
memories can be used to match the number of the flash
memory chips.

For the DMA microinstructions corresponding to the
DMA read operation, the DMA read-write microinstruction
judging circuit 1210 will transmit it directly to the logical
address to physical address conversion circuit 736, and
obtain the physical address used for the flash memory chip
105. The Flash controller 1221, 1222, 1223, based on the
physical address, will read out the data from the flash
memory chip 105 through the flash memory interfaces 1231,
1232, 1233. And based on the fields in the DMA microin-
structions indicating the storage unit addresses in the cor-
responding buffer memory 106, it obtains the DMA host
address from the buffer memory 106 corresponding to the
DMA microinstruction, and initiates the DMA transmission
through the DMA read interface 1212 between the host 101
and the storage device 102, transmitting the read data to the
position indicated by the DMA host address in the host RAM
722 in the host 101. The flash memory interface 1231, 1232,
1233 are coupled to the DMA read interface via the multi-
plexer 1243, so that the data obtained from the flash memory
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interface 1231, 1232, 1233 can be transmitted to the host
RAM 722 via the DMA read interface 1212. When the flash
memory interfaces 1231, 1232, 1233 read out data from the
flash memory chip 105, the completion control circuit 1242
accesses to the buffer memory 106 still based on the fields
in the DMA microinstructions indicating the storage unit
addresses in the corresponding buffer memory 106, and
further obtains the length of the DMA data part, and
decrease it progressively (e.g., minus 1 or minus unit
length). Thus, when the length of the DMA data part
becomes 0, it means that the DMA descriptor 600 operation
is completed. Then, an interrupt can be sent to the host, to
indicate the completion of the DMA descriptor operation.

In the storage devices disclosed in FIG. 12, multiple
concurrent operation to the DMA descriptor 600 can be
supported. For each of the multiple DMA descriptors 600,
through the linked list created in the buffer memory 106, the
DMA data corresponding to the same DMA descriptor 600
are associated together, so that the sequence of operations to
the multiple DMA microinstructions becomes unimportant.

It has been described in details above the execution of
data write operation by the storage device or the DMA
descriptors related to the write operation. Obviously, the
execution of the read operation by the storage device can
also benefit from this invention. For example, the flash chip
address and buffer memory address both can be specified in
the read command, and use the buffer memory as the buffer
for the readout data. It can also describe the buffer memory
address in the DMA descriptor associated with the read
operation. After the data is read from the flash memory chip,
the buffer memory can be used as a cache for the readout
data.

FIG. 13 is a structure diagram of the storage device
according to another embodiment of the invention. The
storage device in FIG. 13 is similar to the one in FIG. 1. The
difference is that the control circuit 104 also includes the
interrupt control circuit 1301. In a further embodiment, the
storage device also includes the standby power 1305. There
can be many ways of providing the standby power 1305, for
example, super capacitor, UPS, rechargeable batteries, etc.
As already described above that the control circuit 104,
based on the command 200 in FIG. 2A, writes the data from
the host 101 to the buffer memory 106, and then to the flash
memory chip 105. And after writing data to the buffer
memory 106 based on the command 200, a message or
interrupt request will be sent to the host 101, indicating that
the write operation of the command 200 has been completed.
Although at this moment the data has not yet been written to
the flash memory chip 105, but the storage device 102 can
ensure that the data will be reliably written to the flash
memory chip 105. Even if the unexpected power outage
happens, the standby power 1305 can also provide electric
energy for writing the data in the buffer memory 106 to the
flash memory chip 105.

As the capacity of the standby power 1305 may not be
sufficient to support writing all the data in the buffer memory
106 to the flash memory chip 105, thus, the interrupt control
circuit 1301 may also be monitoring the data amount in the
buffer memory 106 that has not yet been written to the flash
memory chip 105. When the data amount exceeds a prede-
termined threshold, and makes the energy of the standby
power 1305 incapable to support writing the data amount to
the flash memory chip 105, the interrupt control circuit 1301
will temporarily suppress the activities of sending messages
or interrupts to the host 101. Since no messages or interrupts
from the storage device 102 have been received, the host 101
will realize that the storage device 102 has not complete the
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execution of the write command 200, which means that if
the power outage happens at this moment, the storage device
102 can not ensure the completion of the write command
200, and the data carried in the write command 200 may be
lost.

When not receiving messages or interrupts indicating the
completion of the write command 200 from the storage
device 102, the host 101 may consider the storage device
102 as in state of “busy”, and accordingly temporarily not
send further write command to the storage device 102. The
host 101 may also not wait for the message or interrupt
indicating completion of the write command 200, and send
other write commands concurrently or asynchronously to the
storage device 102. But the host 101 should be aware that,
the execution of the write command not receiving the
message or interrupt indicating the completion may not be
completed. It should also be noted that in the case of the host
101 allocating the buffer memory 106 of the storage device
102, the message or interrupt indicating the completion of
the write command 200 may not mean the release of the
corresponding storage unit of the buffer memory 106,
because there has been data in the corresponding storage
units of the buffer memory 102 not yet written to the flash
memory chip 105, and these storage units are still being
occupied.

Thus, it will detect the data amount to be written to the
flash memory chip 105 in the buffer memory 106 by the
interrupt control circuit 1301, and temporarily not send
messages or interrupts to the host 101 indicating the comple-
tion of the write command 200, which ensures that the
amount of the data to be written to the flash memory chip
105 in the buffer memory 106 will not exceed the capacity
of the standby power 1305.

In one example, the interrupt control circuit 1301 main-
tains a counter. When the control circuit 104 writes data to
the buffer memory 106, the counter will be incremented;
when the control circuit 104 fetches the data in the buffer
memory 106 and writes it to the flash memory chip 105, the
counter will be decremented. Thus, when the value of the
counter exceeds the predetermined threshold value, the
interrupt control circuit 1301 will implement the interrupt
suppression. With the control circuit 104 continually fetch-
ing data in the buffer memory 106 and writing it to the flash
memory chip 105, which decrements the counter to a point
below the predetermined threshold, the interrupt control
circuit 1301 will restart sending messages or interrupts to the
host 101 indicating the completion of the write command
200. There are many similar ways that can obtain the amount
of data to be written to the flash memory chip 105 in the
buffer memory 106, such as providing the buffering queue,
and monitoring the depth of the queue. In one example, the
control circuit 104 will record the data amount to be written
to the buffer memory 106 and the data amount to be written
to the flash chip 105, and interrupt control circuit 1301 will
calculate the difference of the two amount to get the data
amount cached in the buffer memory 106 which is to be
written to the flash memory chip 105.

The predetermined threshold value can be set in advance.
It is related to the electric quantity of the standby power
1305, the power consumption of the storage device 102 and
other relevant factors. As to the specific standby power 1305
and storage device 102, the suitable predetermined threshold
value can be determined by experiments. As well as con-
sidering for reliability, it is preferable in setting the threshold
value to provide a certain margin. As the electric quantity of
the capacitor and the battery will change with time, it can
also measure the electric quantity of the standby power 1305
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or indicate the parameters of the electric quantity at runtime,
suich as mentioned in the patent documents of

US8031551B2 United states. And the correspondence of the
parameters with the threshold can be established and stored
in the storage device 102, used for detecting the parameters
of the standby power 1305 at runtime, and adjusting the
threshold. The threshold can also be set to the storage device
102 by the host 101. The specific threshold setting command
can be provided by the host 101, and received by the storage
device 102. In the threshold setting command it can carry the
threshold to be set, and based on the threshold setting
command it can also cause the storage device 102 detecting
the parameters of the standby power 1305 that indicate the
electric quantity, and then change the threshold setting.

In one example, suppressing the activities of sending
messages or interrupts to the host 101 by the interrupt
control circuit 1301 is implemented by caching the messages
or interrupts to be sent to the host 101. Specifically, the
interrupt control circuit 1301 can cache the identifier for
identifying the write command 200 to the host 101. Alter-
natively, the write command 200 itself can be cached. And
the buffer memory address 204 indicated by the write
command 200 can also be cached, because the buffer
memory address 204 can indicate to the host 101 which
storage unit or units shall be released. Moreover, the sup-
pression of sending messages or interrupts by the interrupt
control circuit 1301 does not depend on the buffer memory
address 204 carried by the write command 200. In the
situation when the buffer memory address is not carried in
the write command and the buffer memory 106 is assigned
by the storage device 102, it may also implement the
suppression of the messages or interrupts. In this case, the
write command itself or the identifier of the write command
can be cached.

It needs to be pointed out that even if the interrupt control
circuit 1301 suppresses the activities of sending messages or
interrupts to the host 101, the control circuit 104 will still
write the data in the buffer memory 106 to the flash memory
chip 105.

In the event of the power down, the messages or interrupts
cached by the interrupt control circuit 1301 will be dis-
carded, and the corresponding data that has not yet been
written to the flash memory chip 105 will also be discarded,
and the data in the buffer memory 106 corresponding to the
write command that has sent the messages or interrupts
indicating the completion of the execution to the host 101
will be written to the flash memory chip 105.

It should also be noticed that when the buffer memory 106
is empty, the host 101 may send a plurality of write
commands to the storage device 102, and soon receive the
messages or interrupts indicating the completion of the write
command. At this time, the host 101 will experience the nice
write performance of the storage device 102. When the free
space of the buffer memory 106 is exhausted, or because the
interrupt control circuit 1301 implements the interrupt sup-
pression, the host 101 will experience that the write perfor-
mance of the storage device 102 gets worse rapidly. The
fluctuation of the performance is adverse, because the time
consumed by the writing process will become unpredictable.

In order to reduce the fluctuation, the interrupt control
circuit 1301 will also monitor the number of times of
sending messages or interrupts to the host 101 within a
certain period of time. If within a certain period of time
messages or interrupts have been sent too many times, such
as more than a certain threshold, then the interrupt control
circuit 1301 will suppress the activities of sending messages
or interrupts to the host 101. Thus, when there is more free
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space in the buffer memory 106 in the storage device 102,
although the storage device 102 can accept more concurrent
write command, not too many messages or interrupts will be
sent to the host through the interrupt suppression of the
interrupt control circuit 1301. The time period of imple-
menting the monitoring here can be set by the user, and can
be adjusted dynamically at run time, and the corresponding
threshold can also be set by the user, and can also be adjusted
dynamically at run time.

It should also be pointed out that the message or interrupt
suppression implemented for reducing the fluctuation and
the message or interrupt suppression implemented for adapt-
ing with the electric quantity of the standby power can be
implemented individually, or in combination. It has been
described above the examples of the message or interrupt
suppression implemented for reducing the fluctuation and
the message or interrupt suppression implemented for adapt-
ing with the electric quantity of the standby power being
implemented individually. In the example of being imple-
mented in combination, the interrupt control circuit 1301
detects the data amount in the buffer memory 106 that has
not yet been written to the flash memory chip 105. When the
data amount exceeds a predetermined threshold, the inter-
rupt control circuit 1301 will generate a first interrupt
suppression signal. The interrupt control circuit 1301 also
monitors the number of times messages or interrupts actu-
ally being sent to the host 101 within a certain period of
time. If the number of times of the messages or interrupts
that have been sent within a certain period of time exceeds
the certain second threshold, the interrupt control circuit
1301 will generate a second interrupt suppression signal. If
either of the first interrupt suppression signal or the second
interrupt suppression signal is effective, the interrupt control
circuit 1301 will implement the message or interrupt sup-
pression. For example, the interrupt control circuit 1301 will
temporarily not send messages or interrupts to the host 101
but cache them. Further, with the implementation of the
interrupt suppression as well as the data in the buffer
memory 106 being written to the flash memory chip 105, the
data amount in the buffer memory 106 that has not yet been
written to the flash memory chip 105 will be less than the
first threshold, thus the first interrupt suppression signal will
become invalid; while with the implementation of the inter-
rupt suppression and the passage of time, the number of
times of the messages or interrupts that have been sent
within a certain period of time will be less than the second
threshold, thus the second interrupt suppression signal will
become invalid. When the first and the second interrupt
suppression signals both become invalid, the interrupt con-
trol circuit 1301 may send the cached or new generated
messages or interrupts to the host 101.

FIGS. 14A and 14B are the flow charts of executing
interrupt suppressions by the storage device according to
another embodiment of the invention. Message or interrupt
suppressions will be implemented to adapt with the electric
quantity of the standby power. In Step 1402, the storage
device 102 receives data to be written to the storage device
from the host 101. In one example, the data is contained in
the write command 200. In other examples, the data can be
transmitted from the host 101 to the storage device 102
through the DMA mode. In Step 1404, the control circuit
104 writes the data to the buffer memory 106, and incre-
ments the counter. The counter value indicates the amount of
data in the buffer memory 106 that has not yet been written
to the flash memory chip 105. For the write command with
a fixed amount of data, incrementing the counter can be
increasing the number of units, such as 1. For the write
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command with a variable amount of data, incrementing the
counter can be increasing the numerical value corresponding
to the amount of data. As disclosed above, after writing data
to the buffer memory 106, the interrupt control circuit 1301
may send a message or interrupt to the host 101, to indicate
the completion of the write command. And in order to
implement the interrupt suppression, in Step 1406, the
interrupt control circuit 1301 will determine whether the
counter is less than the predetermined threshold. If the
counter value is less than the predetermined threshold, then
Step 1408 will be executed, in which the interrupt control
circuit 1301 will send a message or interrupt to the host
indicating that the write command has been completed. In
Step 1406, if the interrupt control circuit 1301 finds that the
counter is greater than the predetermined threshold, it will
not send the message or interrupt indicating the completion
of the write command to the host 101. The interrupt control
circuit 1301 may implement the messages or interrupt
suppressions by caching them.

Continue to see FIG. 14B, which shows the flow chart of
the other part of the method concurrent with the one shown
in FIG. 14A. When there are data in the buffer memory 106
that has not yet been written to the flash memory chip 105,
the control circuit 104 will read out the data from the buffer
memory 106, as in Step 1410. And, in Step 1412, the control
circuit 104 will also write the read out data to the flash
memory chip 105, and will decrement the counter. The
decrement of the counter can be the amount of units or the
numerical value corresponding to the amount of data. Step
1410 and 1412 are executed in parallel with Steps 1402,
1404, 1406, 1408. Therefore, in Step 1406, if the interrupt
control circuit 1301 finds that the counter is greater than the
predetermined threshold, the interrupt controller 1301 and
implements the interrupt suppression, with the execution of
Steps 1410 and 1412, the buffered data will be constantly
written to the flash memory chip 105. Thus the counter value
will be decremented, and it may become less than the
predetermined threshold.

FIG. 15 is a flow chart of the storage device 102 executing
interrupt suppressions s according to another embodiment of
the invention. In order to reduce the fluctuation the message
or interrupt suppression is implemented. In Step 1502, the
storage device 102 will receive the data to be written to the
storage device from the host 101. In one example, the data
is contained in the write command 200. In other examples,
the data can be transmitted from the host 101 to the storage
device 102 through the DMA mode. In Step 1504, the
control circuit 104 writes the data to the buffer memory 106,
and increments the counter. The counter indicates the
amount of data in the buffer memory 106 that has not yet
been written to the flash memory chip 105. As already
disclosed above, after writing data to the buffer memory 106,
the interrupt control circuit 1301 may send a message or
interrupt to the host 101, to indicate the completion of the
write command, and count the number of times of the
messages or interrupts that have been sent. And in order to
implement the interrupt suppression, in Step 1506, the
interrupt control circuit 1301 will determine whether the
number of interrupts within a predetermined time interval is
greater than the predetermined threshold. In one example, a
timer which generates a time signal at regular intervals can
be used. And the number of times of the messages or
interrupts occurring between the two time signals will be
monitored. If the number of times of the interrupts is not
greater than the predetermined threshold, Step 1510 will be
executed, in which the interrupt control circuit 1301 will
send a message or interrupt to the host indicating the
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completion of the write command. In Step 1506, if the
interrupt control circuit 1301 finds that the counter is greater
than the predetermined threshold, it will not send the mes-
sage or interrupt indicating the completion of the write
command to the host 101. The interrupt control circuit 1301
may implement the message or interrupt suppression by
caching the message or interrupt. In another example, when
the time signal of the timer is effective, a predetermined
numerical value will be set for the counter, which shows the
number of messages or interrupts that can be sent to the host
101 before the next effective time signal of the timer. And
once sending a message or interrupt, the counter will be
decremented. If the counter is decremented to 0 before the
next effective time signal of the timer, the interrupt control-
ler 1301 will begin to implement the interrupt suppression.
In one example, the timer interval and/or predetermined
threshold can be updated by the host 101 or the control
circuit 104. It should also be pointed out that the message or
interrupt suppression implemented by the interrupt control-
ler 1301 will not affect the control circuit 104 writing data
in the buffer memory 106 to the flash memory chip 105.
When there is data to be written in the buffer memory 106,
the control circuit 104 may write data in the buffer memory
106 to the flash memory chip 105 in parallel with other
operations.

In a further embodiment, the message or interrupt sup-
pression implemented for adapting with the standby power
shown in FIG. 14A, 14B, and the message or interrupt
suppression implemented for reducing the fluctuation shown
in FIG. 15 can be combined together. The control circuit 104
receives the data to be written to the storage device 102, and
writes it to the buffer memory 106. The interrupt control
circuit 1301 will detect the amount of data in the buffer
memory 106 that has not yet been written to the flash
memory chip 105. When the amount of data exceeds the first
predetermined threshold, the interrupt control circuit 1301
will generate a first interrupt suppression signal. The inter-
rupt control circuit 1301 also monitors the number of times
messages or interrupts actually being sent to the host 101
within a certain time period. If the number of times of the
messages or interrupts that have been sent within a certain
period of time exceeds the certain second threshold, the
interrupt control circuit 1301 will generate a second inter-
rupt suppression signal. If either of the first interrupt sup-
pression signal or the second interrupt suppression signal is
effective, the interrupt control circuit 1301 will implement
the message or interrupt suppression. For example, the
interrupt control circuit 1301 will temporarily not send
messages or interrupts to the host 101 but cache them.
Further, with the implementation of the interrupt suppres-
sion as well as the data in the buffer memory 106 being
written to the flash memory chip 105, the data amount in the
buffer memory 106 that has not yet been written to the flash
memory chip 105 will be less than the first threshold, thus
the first interrupt suppression signal will become invalid;
while with the implementation of the interrupt suppression
and the passage of time, the number of times of the messages
or interrupts that have been sent within a certain period of
time will be less than the second threshold, thus the second
interrupt suppression signal will become invalid. When the
first and the second interrupt suppression signals both
become invalid, the interrupt control circuit 1301 may send
the cached or new generated messages or interrupts to the
host 101.

FIG. 16A is a structure diagram of the storage device
executing interrupt suppressions according to another
embodiment of the invention. The storage device in FIG.
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16A is similar with the one in FIG. 7C, which is used for
showing the DMA descriptor 600 according to FIG. 6. The
difference is that it also includes the interrupt controller
1601. The interrupt controller 1601 is coupled to the DMA
write interface 735 and the Flash interface controller 737. As
mentioned above, for the first DMA micro instruction, the
DMA write operation controller 734, using the DMA host
address 621 and the buffer memory address 622, will initiate
the DMA write operation between the host 101 and the
storage device 102 through DMA interface 735, to transmit
the data stored in the DMA host address 621, to the position
indicated by the buffer memory address 622, in which the
transmitted data can have a predetermined length (for
example 4K bytes). Next, the interrupt controller 1601 will
record the amount of data in the buffer memory 106 that has
not yet been written to the flash memory chip 105. For each
DMA micro instructions is corresponding to the same
amount of data (for example 4K bytes), the counter can be
maintained by the interrupt controller 1601, which will
increment the counter by a unit value (such as 1, corre-
sponding to the 4K byte) when (or after) writing data to the
buffer memory 106 according to the first DMA micro
instruction. For the second DMA micro instruction, the
DMA write operation controller 734 will execute a similar
operation, to transmit the data stored in the DMA host
address 631 data to the position indicated by the buffer
memory address 632. When (or after) writing data to the
buffer memory 106 according to the first DMA micro
instruction, it will still increment the counter by a unit value.
As already disclosed above, for each DMA micro instruc-
tion, the Flash interface controller 737 will write the data in
the buffer memory 106 to the flash memory chip 105 based
on the physical address provided by the logical address to
physical address conversion circuit 736. Then, the interrupt
controller 1601 will decrement the counter by a unit value.

After writing data to the buffer memory 106 in DMA
mode based on the first DM A micro instruction or the second
DMA micro instruction, the interrupt controller 1601 will
check whether the counter is greater than the predetermined
threshold. If the counter is greater than the predetermined
threshold, it means that the buffer memory 106 has already
stored too much data to be written. In the case of unexpected
power outage, the electric quantity of the standby power on
the storage device 102 is not sufficient to support saving the
data to be written to the flash memory chip 105. Therefore,
the interrupt controller 1601 will suppress the message or
interrupt sent to the host 101 indicating the completion of the
first DMA micro instruction or the second DMA micro
instruction. In one example, when the first DMA micro
instruction and the second DMA micro instruction included
in the DMA descriptor 600 are completed, which means the
data transmitted based on the first DMA micro instruction
and the second DMA micro instruction is written to the
buffer memory 106, or the flash controller will determine to
send the message or interrupt indicating the completion of
the DMA descriptor 600 based on whether the counter is
greater than the predetermined threshold. When the unex-
pected power outage actually occurs, messages or interrupts
suppressed by the interrupt controller 1601, and the corre-
sponding DMA micro instruction or the DMA descriptor
will be discarded. And the data, which is indicated the
transmission by the DMA micro instruction or DMA
descriptor corresponding to the message or interrupt sent by
the interrupt controller 1601 to the host 101, will be written
to the flash memory chip 105 using the standby power.

In another embodiment, the interrupt controller 1601 also
use another counter to record the number of times of the
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messages and interrupts actually sent to the host 101 within
apredetermined time interval. The predetermined time inter-
val can be obtained by setting a timer. If within the prede-
termined time interval, the number of the messages and
interrupts actually sent to the host 101 exceeds another
threshold, the interrupt controller 1601 will suppress send-
ing messages or interrupts to the host 101.

Still in another embodiment, the message or interrupt
suppression implemented for adapting with the standby
power, and the message or interrupt suppression imple-
mented for reducing the fluctuation can be combined
together. When the interrupt control circuit 1301 detects that
the data amount in the buffer memory 106 not yet written to
the flash memory chip 105 exceeds a predetermined thresh-
old, it will generate a first interrupt suppression signal. When
the interrupt controller 1601 detects that the number of the
messages and interrupts actually sent to the host 101 within
the predetermined time interval exceeds another threshold, it
will generate a second interrupt suppression signal. When
either of the first interrupt suppression signal or the second
interrupt suppression signal is effective, the interrupt control
circuit 1301 will implement the message or interrupt sup-
pression. With the Flash interface controller 737 writing data
in the buffer memory 106 to the flash memory chip 105, the
first interrupt suppression signal may become invalid, and
with the passage of time and the timer sending a time signal,
the second interrupt suppression signal may become invalid.
When the first and the second interrupt suppression signals
both become invalid, the interrupt control circuit 1301 may
stop implementing the interrupt suppression and send the
cached messages or interrupts to the host 101.

The time period of the timer here can be set by the user,
and can be adjusted dynamically at run time, and the
corresponding threshold (including the threshold associated
with the amount of data in the buffer memory 106 to be
written to the flash memory chip 105, and the threshold
associated with the number of messages or interrupts actu-
ally sent to the host 101 within a predetermined time
interval) can also be set by the user, and can also be adjusted
dynamically at run time.

FIG. 16B is a structure diagram of the storage device
executing interrupt suppressions according to another
embodiment of the invention. The storage device in FIG.
16B is similar to the one in FIG. 16A, which is used for
implementing the DMA descriptor shown in FIG. 6. The
difference is that it also includes the interrupt control circuit
1301. The interrupt buffer memory 1613 is coupled to the
interrupt controller 1601. When the interrupt controller 1601
determines to implement a message or interrupt suppression,
it will cache the message or interrupt in the interrupt buffer
memory 1613. In one example, the interrupt controller
caches all the messages or interrupts to be sent to the host
101 in the interrupt buffer memory 1613. And, in situations
in which there’s no need to implement the interrupt control,
it will fetch the messages or interrupts from the buffer
memory 1613, and send them to the host 101. In one
example, the identifier cached in the interrupt buffer memory
1613 is used for identifying the DMA descriptor 600 to the
host 101. Alternatively, the first DMA micro instruction and
the second DMA micro instruction can be cached. And the
buffer memory address 622 and the buffer memory address
632 can also be cached, as the buffer memory address 622,
632 may indicate the DMA descriptor 600 to the host 101.
In a preferred embodiment, one of the buffer memory
address 622 and the buffer memory address 632 will be
cached in the interrupt buffer memory. By indicating one of
the buffer memory address 622, 632 in the message or
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interrupt to the host 101, referring to the embodiments
disclosed in FIG. 9A and FIG. 9B, the host 101 can get a
corresponding 10 request list, and thus learn which 10
request is completed.

In another embodiment, the interrupt buffer memory 1613
may not be set, and as an alternative the messages or
interrupts to be sent to the host 101 will be cached in the
buffer memory 106.

FIG. 16C is a structure diagram of the storage device
executing interrupt suppressions according to another
embodiment of the invention. The storage device in FIG.
16C is similar to the one in FIG. 16A, which is used for
implementing the DMA descriptor shown in FIG. 6. The
difference is that, the interrupt controller 1602 is not coupled
to the DMA write interface 735 but to the DMA write
operation controller 734 and the Flash interface controller
737. As mentioned above, for the first DMA micro instruc-
tion, the DMA write operation controller 734, using the
DMA host address 621 and the buffer memory address 622,
will initiate the DMA write operation between the host 101
and the storage device 102 through DMA interface 735, to
transmit the data stored in the DMA host address 621, to the
position indicated by the buffer memory address 622, in
which the transmitted data can have a predetermined length
(for example 4K bytes). Next, the interrupt controller 1601
will record the amount of data in the buffer memory 106 that
has not yet been written to the flash memory chip 105. For
each DMA micro instructions is corresponding to the same
amount of data (for example 4K bytes), the counter can be
maintained by the interrupt controller 1601, which will
increment the counter by a unit value (such as 1, corre-
sponding to the 4K byte) when (or after) writing data to the
buffer memory 106 according to the first DMA micro
instruction. For the second DMA micro instruction, the
DMA write operation controller 734 will execute a similar
operation, to transmit the data stored in the DMA host
address 631 data to the position indicated by the buffer
memory address 632. When (or after) writing data to the
buffer memory 106 according to the first DMA micro
instruction, it will still increment the counter by a unit value.
As already disclosed above, for each DMA micro instruc-
tion, the Flash interface controller 737 will write the data in
the buffer memory 106 to the flash memory chip 105 based
on the physical address provided by the logical address to
physical address conversion circuit 736. Then, the interrupt
controller 1601 will decrement the counter by a unit value.

When the interrupt controller 1602 determines to imple-
ment a message or interrupt suppression, the interrupt con-
troller 1602 will indicate that the DMA write operation
controller 734 should suspend the operation of obtaining the
DMA micro instructions from the micro instruction
FIFO733. In this way, the DMA micro instructions that have
not been executed will be cached in FIFO733. While cor-
responding to the DMA micro instructions that have been
executed through the DMA write operation controller 734
and DMA write interface 735, the interrupt controller 1602
will send messages or interrupts to the host 101 indicating
the completion of these DMA micro instructions. Or, in one
example, when all the DMA micro instructions correspond-
ing to a DMA descriptor have been executed through the
DMA write operation controller 734 and DMA write inter-
face 735, the interrupt controller 1602 will send messages or
interrupts to the host 101 indicating the completion of these
DMA micro instructions or the DMA descriptor. When the
interrupt controller 1602 determines that there’s no need to
implement the interrupt suppression along with the data in
the buffer memory 106 being written to the flash memory
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chip 105, it will indicate that the DMA write operation
controller should obtain the DMA micro instructions from
the micro instruction FIFO733 and execute them.

When the power outage actually occurs, the micro
instructions in the micro instruction FIFO733 are discarded,
and the data, which is indicated the transmission by the
DMA micro instruction or DMA descriptor corresponding to
the message or interrupt sent by the interrupt controller 1602
to the host 101, will be written to the flash memory chip 105
using the standby power.

In another embodiment, the interrupt controller 1602 also
maintains the timer to monitor the number of the messages
or interrupts sent to the host 101 within a certain period of
time. When the number of the messages and interrupts sent
to the host 101 exceeds the threshold within the predeter-
mined time interval, the interrupt controller 1602 will sup-
press the activity of sending messages or interrupts to the
host 101, namely, indicating that the DMA write operation
controller 734 should suspend the operation of obtaining the
DMA micro instructions from the micro instruction
FIFO733.

Still in another embodiment, in the interrupt controller
1602, the message or interrupt suppression implemented for
adapting with the standby power, and the message or inter-
rupt suppression implemented for reducing the fluctuation
will be combined together.

FIG. 16D is a structure diagram of the storage device
executing interrupt suppression according to another
embodiment of the invention. The storage device in FIG.
16D is similar to the one in FIG. 12, which is used for
implementing the DMA descriptor shown in FIG. 6. The
difference is that it also includes the interrupt controller
1603. The interrupt controller 1603 is coupled to the DMA
write operation controller 734 and the Flash interface 1231,
the Flash interface 1232 (not shown), and the Flash interface
1233 (not shown). The interrupt controller 1603 will set the
first counter for the flash memory chip coupled with the
Flash interface 1231, and set the second counter for the flash
memory chip coupled with the Flash interface 1232, and set
the third counter for the flash memory chip coupled with the
Flash interface 1233. In situations that the Flash interface
1231, 1232, 1233 are each respectively coupled with mul-
tiple flash memory chips or flash memory dies, it can set
corresponding counters respectively for the flash memory
chips or flash memory dies coupled with each of the Flash
interface 1231, 1232, 1233. When implementing the mes-
sage or interrupt suppression for adapting with the standby
power, it will respectively monitor the amount of data to be
written preferably in the multiple flash memory chips or
flash memory dies coupled with the Flash interface 1231,
1232, 1233.

As an example, in one embodiment, each of the Flash
interfaces 1231, 1232, 1233 is coupled with a flash memory
chip, and each flash memory chip contains a flash memory
die. The first counter, the second counter and the third
counter each corresponds to the flash memory chip or die
coupled with the Flash interface 1231, the flash memory
chip or die coupled with the Flash interface 1232, and the
flash memory chip or die coupled with the Flash interface
1233. For the situation that each of the Flash interface 1231,
1232, 1233 is coupled to multiple flash memory chips or
dies, it can be implemented in a similar way. When it’s under
control of the DMA write controller 734, it will implement
the DMA micro instructions, and initiate the DMA write
operation between the host 101 and the storage device 102
through DMA interface 735. After writing the data in the
DMA mode to buffer memory 106, the interrupt controller
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1603 will obtain the logical address corresponding to the
DMA micro instruction used for the flash memory chip 105
through the DMA write operation controller 734, and then
obtain the physical address used for the flash memory chip
105 corresponding to this logical address, to determine the
flash memory chip or die to which the DMA micro instruc-
tion data should be written, and increment the counter set for
this flash memory chip or die (for example, the second
counter). The interrupt controller 1603 may also use other
ways to obtain the physical address corresponding to the
DMA micro instruction used for the flash memory chip 105.
When one of the Flash interface 1231, 1232, 1233 (for
example, the Flash interface 1232) is writing data to the
coupled flash memory chip 105, it will indicate the interrupt
counter controller 1603 that the counter corresponding to the
flash memory chip or die to which the data is being written
(in this example, the second counter) should be decre-
mented.

When any one of the first counter, the second counter and
the third counter exceeds the predetermined threshold, the
interrupt controller 1603 will implement the interrupt sup-
pression. When none of the first counter, second and third
counters exceeds the predetermined threshold value, the
interrupt controller 1603 will relieve the interrupt suppres-
sion. It should also be realized that the predetermined
threshold corresponding to the first counter, the second
counter and the third counter can be different from each
other, to adapt with its corresponding flash memory chip or
die.

In another embodiment, the interrupt controller 1603 also
maintains the timer to monitor the number of the messages
or interrupts sent to the host 101 within a certain period of
time. When the number of the messages and interrupts sent
to the host 101 exceeds the threshold within the predeter-
mined time interval, the interrupt controller 1603 will sup-
press the activity of sending messages or interrupts to the
host 101, namely, indicating that the DMA write operation
controller 734 should suspend the operation of obtaining the
DMA micro instructions from the micro instruction
FIFO733.

Still in another embodiment, in the interrupt controller
1603, the message or interrupt suppression implemented for
adapting with the standby power, and the message or inter-
rupt suppression implemented for reducing the fluctuation
will be combined together.

As already been mentioned, the storage device 102 can
support the concurrent operation to the multiple DMA
descriptor 600. For each of the multiple DMA descriptor
600, it will be associated with a DMA data corresponding to
a DMA descriptor 600 through the chain table created in the
buffer memory 106, which makes the operation order of the
multiple DMA micro instructions become less important.
Messages or interrupts sent to the host 101 in the interrupt
controller 1603 may indicate the completion of the DMA
micro instruction, and may also indicate the completion of
the DMA descriptor associated with the DM A micro instruc-
tion.

It has shown the description of the present invention for
the purpose of describing and presenting, but not limiting the
invention to the disclosed form. Many adjustments and
changes are obvious to people belonging to the technical
field.

What is claimed is:
1. A method of controlling interrupts in the process of data
transmission, which is used for data transmission between
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an information processing device and a storage device,
wherein the storage device includes a flash memory, the
method comprising:

receiving, at the storage device, a write request sent by the

information processing device;

in response to the write request, writing data into the flash

memory;
sending a message to the information processing device,
to indicate completion of the write request, and

calculating a number of times of sending messages to the
information processing device within a predetermined
interval,

wherein, if the number is larger than a predetermined

threshold, caching the messages, stopping the sending
the message to the information processing device, but
still writing data into the flash memory.

2. The method of claim 1, wherein if the number of times
is not greater than the predetermined threshold, allowing the
message to be sent to the information processing device.

3. The method of claim 1, wherein the information
processing device sets the predetermined threshold and/or
the predetermined time interval.

4. The method of claim 2, wherein the information
processing device sets the predetermined threshold and/or
the predetermined time interval.

5. A storage device, includes a flash memory, a control
circuit and an interface unit, wherein the control circuit also
includes an interrupt controller, wherein the storage device
is configured to communicably connect with an information
processing device; wherein

the interface unit is configured to receive a write request

from the information processing device;

the control circuit is configured to write data to the flash

memory based on the write request;

the interrupt controller is configured to send an interrupt

to the information processing device, to indicate the
completion of the write request;

the interrupt controller is configured to count the number

of times of the interrupts sent to the information
processing device within the predetermined time inter-
vals; and

the interrupt controller also is configured to compare the

number of times with the predetermined threshold
value, and if the number is greater than the predeter-
mined threshold, caching the interrupts and, sending
interrupts to the information processing device will be
suppressed;

wherein when the interrupt controller suppresses sending

interrupts to the information processing device and the
control circuit still writes data into the flash memory.

6. The storage device of claim 5, wherein if the number
of times of the interrupt is not greater than the predetermined
threshold, the interrupt controller is allowed to send an
interrupt to the information processing device.

7. The storage device of claim 5, wherein in response to
the write request received by the interface unit from the
information processing device, the control circuit caches the
write request.

8. A method of controlling interrupts in the process of data
transmission, which is used for data transmission between
an information processing device and a storage device, the
storage device including a flash memory and a buffer
memory, the method comprising:

receiving, at the storage device, a write request from the

information processing device;

basing on the write request, writing data to the buffer

memory, and incrementing a counter;
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fetching the data from the buffer memory and writing the
data into the flash memory, and decrementing the
counter; and

if the counter is greater than or equal to a first predeter-

mined threshold, or the number of times of sending
messages, indicating completion of the write request, to
the information processing device within the predeter-
mined time interval is greater than or equal to a second
predetermined threshold, then the message is cached
and is not sent to the information processing device, but
data is still written into the flash memory.

9. The method of claim 8, wherein if the counter is less
than the first predetermined threshold, and a number of times
of sending a message to the information processing device
within a predetermined time interval is less than the second
predetermined threshold, sending a message indicating
completion of the write request to the information process-
ing device.

10. A storage device includes a flash memory, a buffer
memory, a control circuit and an interface unit, wherein the
control circuit comprises an interrupt controller, and the
storage device is configured to communicably connect with
an information processing device; wherein

the interface unit is configured to receive a write request

sent by the information processing device;

the control circuit, based on the write request, is config-

ured to write data to the buffer memory, and increments
the counter;
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the control circuit is configured to fetch the data in the
buffer memory and writes the data to the flash memory,
and decrements the counter;

the interrupt controller is configured to count the number
of times of sending messages which indicate comple-
tion of the write request to the information processing
device within a predetermined time interval; and

if the counter is greater than or equal to a first predeter-
mined threshold, or the number of times of sending
messages, indicating the completion of the write
requests, to the information processing device within
the predetermined time interval is greater than or equal
to a second predetermined threshold, then the message
is cached and is not sent to the information processing
device, but the control circuit still writes data into the
flash memory.

11. The storage device of claim 10, if the counter is greater
than or equal to the first predetermined threshold, or the
number of times of sending messages to the information
processing device within the predetermined time interval is
greater than or equal to the second predetermined threshold,
then the interrupt controller stops sending the message
indicating the completion of the write request to the infor-
mation processing device.
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